
Supplementary materials: Efficient Semantic
Video Segmentation with Per-frame Inference

Anonymous ECCV submission

Paper ID 1094

S1 Details of distillation mechanism

S1.1 Single frame distillation

Following Liu et.al. [5], we employ pixel-wise distillation and pair-wise distillation
for each single frame. For the pixel-wise distillation, we use the class probabilities
Q produced from the cumbersome model as soft targets for training the compact
network.

The loss function based on the Kullback-Leibler divergence is given as follows,
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where qi represent the class probabilities of the ith pixel of the segmentation
map and N is the number of the pixels.

The pair-wise distillation is built on the self-similarity map A as described
in multi-frame dependency. We adopt the squared difference to formulate the
pair-wise similarity distillation loss,
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(asij − atij)2. (2)

The similarity between two pixels is simply computed from the features fi and
fj as aij = f>i fj/(‖fi‖2‖fj‖2). The final loss for sing frame distillation is `tSF =
`pi + `pa

S1.2 Multi-frame distillation

We employ a ConvLSTM [6] unit to capture the correlations among all frames
in a video sequence. The input sequence is consists of the self-similarity maps of
the feature map for each frame, A = {. . .AFt−1,Ft−1

,AFt,Ft
,AFt+1,Ft+1 . . . }.

For each time step,the key equations are shown in below:

it =σ(Wai ∗AFt,Ft
+ Whi ∗Ht−1 + Wei ◦Et−1 + bi)

ft =σ(Waf ∗AFt,Ft
+ Whf ∗Ht−1 + Wef ◦Et−1 + bf )

Et =ft ◦Et−1+

it ◦ tanh(Wae ∗AFt,Ft
+ Whe ∗Ht−1 + be)

ot =σ(Wao ∗AFt,Ft
+ Who ∗Ht−1 + Weo ◦Et + bo)

Ht =ot ◦ tanh(Et)

(3)
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where ‘◦’ denotes the Hadamard product,‘∗’ denotes the convolution oper-
ator, ‘σ’ is the sigmoid activation function and the activation of input gate it
controls whether the new input of this time step will be engaged in the memory
cell. ft controls how much to keep from the past cell status Et−1. ot decides the
propagation from Et to the hidden state Ht. W and b represent the trainable
parameters in the ConvLSTM unit. We employ the memory state of the final
time step ET as the distillation item, which contains multi-frame dependency.
We align the multi-frame dependency from the teacher net and the student net
to enhance the performance of the student net. According to [6], the state of
ConvLSTM unit can be viewed as the hidden representations of moving ob-
jects, therefore the multi-frame dependency distillation can help to transfer the
temporal consistency from teacher net to the student net.

S2 Training and evaluation details

S2.1 Dataset

Cityscapes [2] is collected for urban scene understanding and contains 30-frame
snippets of the street scene with 17 frames per second. The dataset contains
5, 000 high quality pixel-level finely annotated images at 20th frame in each
snippets, which are divided into 2, 975, 500, 1, 525 images for training, validation
and testing. The CamVid dataset [1] is an automotive dataset. It contains five
different videos, which has ground truth labels every 30 frames. Three train
videos contain 367 frames, while two test videos contain 233 frames.

S2.2 Training and inference.

On Cityscapes, the segmentation networks in this paper are trained by mini-
batch stochastic gradient descent (SGD) for 200 epochs. We sample 8 training
triplets for each mini-batch. The learning rate is initialized as 0.01 and is mul-
tiplied by (1− iter

max−iter )0.9. We randomly cut the images into 769× 769 as the
training input. Normal data augmentation methods are applied during training,
such as random scaling (from 0.5 to 2.1) and random flipping. On Camvid, we
use a crop size of 640 × 640. We use the official implementation of PSPNet in
Pytorch[7] and train all the network with 4 cards of Tesla Volta 100.

S2.3 Details of the evaluating temporal consistency

We follow [4] to measure the temporal stability of a video based on the flow
warping error between two frames. Different from [4], we use the mIoU score
instead of the mean square error to evaluate the semantic segmentation results

Ewarp(Qt−1,Qt) =
Qt ∩ Q̂t−1

Qt ∪ Q̂t−1
(4)
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where Qt represents for the predict segmentation map of frame t and Q̂t−1
represents for the warped segmentation map from frame t − 1 to frame t. We
calculate a statistical average warp IoU on each sequence, and using an average
mean on the validation set to evaluate the temporal stability:

Ewarp =
1

N

N∑
i=1

Qi ∩ Q̂i

Qi ∪ Q̂i
(5)

where Q = {Q2, . . . ,QT } and Q̂ = {Q̂1, . . . , Q̂T−1}. T is the total frames of the
sequence and N is the number of the sequence. On Cityscapes [2], we random
sample 100 video sequence from the validation set, which contains 3000 images
to evaluate the temporal stability. On Camvid [1], we evaluate the temporal
stability of the video sequence ‘seq05’ from the test set.

S3 Description of videos and visualization results

We include three videos in the supplementary materials, named ‘demo seq00.mp4’,
‘val.mp4’, and ’Baseline SKD Accel Ours.mp4’ to show the improvement of the
temporal consistency. Sampled frames are shown in Figure 1, Figure 2 and
Figure 3. From the video, we can see that the proposed method can improve
the accuracy and the temporal consistency compared with the baseline models.
We can also observe that in some situations, both our method and the baseline
method will produce inconsistent predictions. From the comparison with Ac-
cel [3] and SKD [5], we can see that keyframe based methods suffer from the
jitters while GAN based distillation methods will produce inconsistent results.
Our method can produce stable and smooth sequence with high accuracy.

Figure 4 shows some segmentation results on CamVid dataset. We can ob-
serve that the proposed method outperforms the baseline method in the red
region.

(a) An example in val.mp4 (b) An example in demo seq00.mp4

Fig. 1: We use a white line to divide the whole scene into two parts. ‘val.mp4’ is
the sampled from the validation set we use to evaluate the temporal consistency.
In ‘val.mp4’, our method is shown on the left of the line while the baseline method
is on the right. ‘demo seq00.mp4’ is the prediction results on the provided demo
video ‘sequence00’ in the Cityscapes dataset, and our method is above the line
while the baseline is below the line.
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Fig. 2: Consecutive frames in two videos. First row:‘demo seq00.mp4’. Our re-
sults are on the top right. Second row:‘val.mp4’. Our results are on the left.
More results can be found in the supplementary videos.

S4 Results on each class

We compare our method with the baseline methods of PSPNet18 in terms of the
accuracy and temporal consistency of each class on Cityscapes. The results are
shown in Table 1. For the moving objects with regular structures, e.g. ‘train’,
‘bus’, both segmentation accuracy and temporal consistency are improved sig-
nificantly. For the ‘road’, ‘sidewalk’ and ‘terrain’, the temporal consistency are
also improved although the accuracy only have limited improvements.

Table 1: Accuracy (mIoU, %) and temporal consistency (TC, %) for each class
on Cityscapes. Baseline: PSPNet18 trained on each frame independently. Ours:
PSPNet18 trained with temporal loss and distillation items.

Class Name road sidewalk building wall fence pole tra. light tra. sign vegetation terrain

mIoU
Baseline 97.0 78.7 90.1 41.8 54.7 50.3 63.6 72.0 90.8 60.0
Ours 97.2 79.4 91.0 49.8 57.4 53.1 67.0 73.6 91.0 60.0

TC
Baseline 97.2 80.2 91.2 50.0 62.1 42.6 47.2 52.6 91.7 72.0
Ours 97.7 81.4 91.6 49.6 62.6 43.9 48.5 53.2 91.9 73.3

Class Name sky person rider car truck bus train motorbike bicycle mean

mIoU
Baseline 92.8 75.8 52.7 91.6 61.4 77.1 56.9 46.9 71.8 69.8
Ours 93.1 77.1 57.1 92.1 65.5 82.2 73.1 55.6 72.8 73.1

TC
Baseline 92.8 68.7 28.7 86.4 74.8 78.5 55.5 55.9 73.7 68.5
Ours 93.0 69.6 30.1 87.0 76.3 82.2 76.4 57.5 74.9 70.6
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(a) frame k

(b) frame k+1

(c) frame k+2

Fig. 3: Consecutive frames in ’Baseline SKD Accel Ours.mp4’. Top left: Base-
line.Top right: SKD [5]. Bottom left: Accel [3]. Bottom right: Ours. There
are jitters between keyframe and normal frame in the results sequence of Accel.
More results can be found in the supplementary videos.
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Fig. 4: Consecutive frames in Camvid dataset. First row: input frames. Second
row: MobileNet trained with cross-entropy loss. Third row:MobileNet trained
with the temporal loss and distillation items. In the baseline method, the region
in the red box keep changing while the proposed method can produce similar
results on the still stuff.
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