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1 Implementation Details on UCF101-24

Backbone. In UCF101-24 experiments, we utilize two different video backbone
models, C2D and 13D, to further validate the effectiveness of our method. The
specific designs of both backbones are basically the same as those in [7] except
that all temporal max pooling operations are removed from C2D. Both back-
bones are with ResNet50 and we show the detailed specification of the modified
C2D backbone in Table 1. For C2D backbone, we take one single RGB frame
as both the input and the target frame. For I3D backbone, the input is 16 con-
secutive frames and the training targets (bounding boxes with action labels) are
only from the center (9-th) frame.

Instance Detector. We basically follow the AVA setting to prepare our in-
stance detectors for UCF101-24. The person detector is first pre-trained on
MSCOCO [5] dataset and then fine-tuned on the UCF101-24 dataset for higher
recall. The object detector is the same as that used in AVA experiments, i.e.,
adopted from maskrenn-benchmark Model Zoo [6].

Training and Inference. During training, we use ground truth boxes as pos-
itive samples and those detected boxes overlapping with ground truth boxes by
IOU less than 0.3 are considered as negative ones. We use detected person boxes
with confidence score larger than 0.8 in training. During inference, all detected
person boxes are used, the final confidence score of each person target is given
by multiplying corresponding human detection score with action score.
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Table 1. The modified ResNet50 C2D backbone. We show the specification used
in Kinetics pre-training. For Kinetics, the input video size is set as 32 x 224 x 224. All
convolution layers are shown as the kernel size H x W followed by the channel number.
In ress, resq, ress, the first convoluation layer has a stride 2 to downsample the feature
map

stage specification output size

convy 7 X 7,64, stride 2, 2 32 x 112 x 112

pool, 3 X 3 max, stride 2, 2 32 X 56 x 56
1x1,64

resy 3x3,64 | x3 32 X 56 x 56
1x 1,256
1x 1,128

ress 3x3,128| x4 32 x 28 x 28
1x 1,512
1x 1,256

resy 3x 3,256 | X6 32x14 x 14
1x1,1024
1x 1,512

ress 3x3,512 | x3 32xT7TxT7T
1 x 1,2048

global average pooling, fc I1x1x1

2 Implementation Details on EPIC-Kitchens

Backbone. For EPIC-Kitchens dataset, we use ResNet-50 SlowFast Network [2]
as our video backbone. This backbone is the same as what we use in AVA
experiments. It is pre-trained on Kinetics-700 dataset and then fine-tuned as the
baseline in EPIC-Kitchens experiments.

Instance Detector. Since the videos are egocentric and there is no presence
of complete human but hands, we train a hand detector to provide person
boxes. The detector model is the same as what we use in AVA experiments,
but is trained with different dataset. The detector is first pre-trained on Vi-
sual Genome [3] dataset. For hand detection, we fine-tune the detector with
EGTEA [4] dataset. For object detection, we fine-tune the detector using EPIC-
Kitchens object annotations.

Training and Inference. The task of EPIC-Kitchens is to recognize noun,
verb, action categories given the segment. Following [1], we split the original
training set into a new training set and a new validation set. Verb models and
noun models are trained separately. Actions are obtained by combining their
predictions. During training, we randomly select a video segment of one second
in annotated segment as video input. During inference, the center one second of
given segment is passed for the prediction. Hand features and object features are
cropped and fed into IA to model person-person and person-object interactions.
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The temporal memory is different for verb model and noun model. For the verb
model, the memory consists of query features extracted by the video backbone.
Some features could be missing since not all segments are chosen for training. The
missed features are re-estimated at the beginning of each epoch. For the noun
model, we follow [8] to construct an object-centric feature bank, so the memory
are frozen object Rol features extracted from the object detector’s feature maps.
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