Supplementary Materials

Runyu Mao!, Chen Bai?, Yatong An2, and Fengging Zhu' and Cheng Lu?

! Purdue University {mao111, zhuO}@purdue.edu
2 XPeng Motors {chenbai, yatongan, luc}@xiaopeng.com

1 Homography Estimation

We take a more detailed look at the homography evaluation from Section 4.3. We
follow [3] to select 108 image sequences. There are 52 sequences under significant
illumination changes (illumination set) and 56 sequences that have significant
viewpoint variations (viewpoint set). All images are resized with shorter dimen-
sions equal to 480. The model we used to evaluate is the student model we
trained on Megadepth dataset [4], the training setting is reported in Section 3.5.
We select top 1000 matches and vary the threshold from 1 pixel to 10 pixels for
Mean Match Accuracy (MMA) [5] calculation. As shown in Table 1, we evaluate
our model on illumination set and vewpoint set seperately and finally report the
overall performance on the entire 540 image pairs.

Table 1: Evaluation on HPatches [1]. The Mean Match Accuracy (MMA) at
different thresholds.

MMA (%) threshold
<lIpx <2px <3px <4dpx <5px <bpx <Tpx <8px <9px <10px
Illumination 79.50 95.18 98.58 98.79 98.87 98.98 99.14 99.33 99.48 99.56
Viewpoint 55.78 74.14 79.01 80.98 81.85 82.29 82.54 82.74 82.90 83.02
Overall 67.53 84.57 88.71 89.81 90.28 90.56 90.77 90.96 91.12 91.22

Test set

2 Model Compression

Our student-teacher learning architecture can also be generalized to model com-
pression tasks. A slim model with half attention layers on the coarse-level trans-
former L. is introduced. In this section, we compare our full-size model and slim
model on other metrics, i.e. FLOPs and total parameters, to see the compres-
sion effects. The model contains Feature Pyramid Networks (FPN), coarse-level
transformer, and fine-level transformer. The coarse-level threshold is removed so
that all the coarse matching pairs will be fed to the fine-level transformer. The
input is a random tensor with 3 x 640 x 480 dimension.

As shown in Table 2, we reduce the coarse-level transformer layer by half
for our slim model. The overall FLOPs are reduced by 10.82% and the total
parameters are reduced by 22.64%.
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Table 2: Model Compression Performances.

Model L. Ly FLOPs(B) Params (M)
Full-size model 4 1 365.23 11.57
Slim model 2 1 325.71 8.95

3 Qualitative Results

More comparison of our 3DG-STFM and baseline LoFTR [6] on ScanNet [2] and
MegaDepth [1] datasets is illustrated in Fig. 1 and 2 We also include a video
to demonstrate our method’s performance on a challenging low texture indoor
scene. The scatter indicates the feature location and the color represents the
confidence score, high in red, low in blue. Benefited from the discrimination of
depth modality, our method could detect more features on low texture regions
since it learns the RGB-induced depth distribution from the teacher model.

LoFTR 3DG-STFM
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Fig. 1: Qualitative image matches on ScanNet [2]. The red color indicates
epipolar error beyond 5 x 10~% (in the normalized image coordinates).
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Fig.2: Qualitative image matches on Megadepth [4].The red color indi-
cates epipolar error beyond 1 x 107* (in the normalized image coordinates).
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