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A.1 Dataset Details

The dataset details are as follows.

Sequence Total Frames Train Frames Validatation Frames Test Frames

Seattle 41 33 4 4
Citron 37 30 4 3
Parking 42 34 4 4
Bike 104 83 11 10
Jogging 102 82 10 10
Lab 103 82 11 10

Table 1: Number of frames in each dataset used for training, validation and test.

A.2 SMPL Refinement

Given an image, we regress the 2D joints j2d and segmentation mask m of the
human using HigherHRNet [1] and DensePose [2]. We further estimate the SMPL
mesh M = (V, F ), a collection of vertices and faces using ROMP [7]. The mesh
M is parametrized by SMPL parameters θ such thatM = SMPL(θ) and includes
the 3D joints j3d. The regressed SMPL parameters θ are noisy. Therefore, we use
soft-rasterizer [4], Π to refine these estimates. Given a mesh, M and camera θc,
the rasterizer renders a silhouette m̂ = Π(θc,M). We also project the 3D joints
in the image plane using camera matrix ĵ2d = p(j3d) where p is a projection
operator. We obtain the refined SMPL parameters and camera estimates by
minimizing

θ∗ = min
θ

∥ m− m̂ ∥ + ∥ j2d − ĵ2d ∥ . (1)

†Work done while interning at Apple.
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Notice that we use the estimates from DensePose [2] as the target silhou-
ettes in the preprocessing, while using the estimates from Mask-RCNN [3] as
the target masks during the training of human NeRF model. It’s because in the
preprocessing phase, the rendered masks are from naked SMPL mesh and Dense-
Pose [2] is trained on such dense SMPL correspondences. However, we wish to
learn extra geometry details beyond the SMPL model with the human NeRF
model, and Mask-RCNN [3] better estimates those 2D details such as the hair
and clothes.

A.3 Network Architecture

Fig. 1: Visualization of NeRF architecture – Blue boxes denote the raw
inputs to the network, green boxes denotes the positional encoded values, black
boxes denotes the hidden layers, and pink boxes denote the final outputs. The
number in each box indicates the feature dimensions. + sign indicates the con-
catenation operations. ReLU is applied after each hidden layer.

Following [5], our scene NeRF models consists of a coarse sub-model and a fine
sub-model. However, with the prior geometry provided by SMPL estimates, we
only use one sub-model for the human NeRF model. Each sub-model and the
error-correction network has the same architecture as shown in 1.
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A.4 Comparison with previous works

Fig. 2: Novel view rendering of NeuralBody vs Ours on Seattle se-
quence. – The pose being rendered is from the left training image. Three images
in the middle are the novel view renderings from NeuralBody, and three images
on the right are from ours.

We apply NeuralBody [6] to our dataset in a monocular setting. The results are
shown in 2. NeuralBody [6] overfits to the training observations, and produce
poor rendering on the back of the subject, while ours generalize better and can
faithfully render the back.

Fig. 3: Novel View Reconstructions on public ZJU Mocap dataset [6]
– Ours and HumanNeRF [8] use only one camera view, NeuralBody [6] uses
multiple camera views.

we also compare our method with HumanNeRF [8] and NeuralBody [6] on a
ZJU Mocap dataset, as shown qualitative comparisons in Figure 3. Our method
renders high quality novel view renderings with the ability to extrapolate in pose
space.
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A.5 Error Correction Network and Scene Model
Conditioning

Fig. 4: Canonical renderings of our full model, model without error correction
network, and model without conditioning on scene NeRF.

Without the error correction network, the the canonical NeRF lacks details
on the cloth and face. Training only the human NeRF in isolation leads to
worse performance as the human NeRF model may encode the background pixels
into its radiance fields due to segmentation errors. In either case, the canonical
NeRF creates fogs around the human to hallucinate the clothing dynamics or
the background colors, as shown in 4.
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