Supplementary Material for
EcripSE: Efficient Long-range Video
Retrieval using Sight and Sound

Our supplementary material consists of:

1. Implementation Details.

2. Additional Quantitative Results.
3. Additional Qualitative Results.
4. A Supplementary Video.

1 Implementation Details

Experimental Setting. In all experiments, the visual frames are extracted at
3 fps. We adopt pretrained CLIP [1] on both text and visual encoder, which is
based on the ViT-B/32 visual backbone. We initialize the weights of our proposed
audiovisual block using the corresponding spatial attention weights of CLIP. To
gradually incorporate audio information into visual features, we attach a learn-
able fully connected layer to each audiovisual attention block and initially set
it to zero. For visual representations, we first "patchify" 224 x 224 video frames
into 32 x 32 patches as is done in [1]. Each video frame is then tokenized into
49 patches and a learnable 768-dimensional CLS token. At the end, the frame-
level CLS tokens are averaged to obtain a video-level feature embedding that
is used to optimize our model as described in Eq. (5),(6) of the main paper.
For audio encoder, we use ResNet-18 [2] pre-trained on VGGSound [3]. We sam-
ple 10-second audio clips in the neighborhood around the sampled video frame
and process the raw audio into spectrogram as is done in [3]. Lastly, for textual
features, we adopt CLIP tokenizer for all text inputs. Specifically, the textual
encoder processes all textual tokens and a special 768-dimensional CLS token as
its inputs. Afterward, we only consider the CLS textual token to match a given
video with the corresponding textual description.

Training Details. We implement ECLIPSE using Pytorch [4] and conduct the
training on four NVIDIA A6000 GPUs. For fair comparison with the baseline
methods, we set the batch size to 64. We train our model with Adam optimizer [5]
and set the learning rate to le — 7 for text encoder and spatial attention in E.q
(2) of main paper with weight decay 0.2. For our audiovisual attention blocks,
A2V and V2A (see E.q (3) and E.q (4) in our main draft) , we set the learning
rate to le — 5 with no weight decay. The maximum text input is set to 64 tokens
for ActivityNet Captions, DiDeMo, and QVHighlight. We set 128 for YouCook2
due to longer paragraph.
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Table 1. We investigate how different video frame sampling strategies affect the per-
formance of a video-only CLIP4Clip [6] baseline on ActivityNet Captions [7]. The
results are reported in text-to-video RQ1 metrics. We observe that for a smaller num-
ber of frames (e.g., 32-64) random sampling yields slightly better performance than
the uniform sapling. Conversely, for a larger number of frames (e.g., 96-128) uniform
sampling leads to better accuracy.

Num. Frames
Method 32 64 96 128

Uniform 40.4 40.7 41.7 40.9
Random Sample 41.041.2 40.9 40

2 Additional Quantitative Results

Ablating Different Frame Sampling Strategies. In Table 1, we investigate
different video frame sampling strategies on ActivityNet Captions using RQ1
evaluation metric. Specifically, we experiment with uniform and random frame
sampling using a CLIP4Clip baseline [6]. For uniform sampling, we sample the
frames uniformly throughout the entire input video. For random sampling, we
divide the video into a fixed number of segments, and randomly sample one
frame within each segment. Based on the results in Table 1, we note that random
sampling improves performance for a smaller number of video frames (e.g., 32-
64). Conversely, when using a larger number of frames (e.g., 96-128) the uniform
sampling strategy leads to slightly better accuracy. For simplicity, we use the
standard uniform sampling strategy for all of our experiments.

3 Additional Qualitative Results

Video Retrieval Results. In Figure 1, we provide additional qualitative re-
sults of our long-range video retrieval framework on ActivityNet Captions [7]. In
all of these examples, we notice that CLIP4Clip baseline fails to capture relevant
audio-based events (e.g., people cheering). In comparison, our ECLIPSE model
successfully retrieves videos that contain complex audiovisual events, thus, high-
lighting the importance of audiovisual modeling for long-range video retrieval.
Sound Localization Results. In Figure 2, we also demonstrate qualitative
sound localization results of our method. Specifically, by computing the simi-
larity between audio features and visual patches, we can obtain saliency maps
that are indicative of sound sources in the video. Furthermore, we would like
to emphasize that our ECLIPSE model does not require any additional sound
localization training objective. In other words, ECLIPSE successfully learns as-
sociations between sound sources and objects (e.g., a woman talking, a man
playing the violin, a man using a chainsaw) as a byproduct of being trained for
the video retrieval task.
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4 Supplementary Video

Lastly, our supplementary material also includes a video 735.mp4 illustrating
our qualitative results in the video format. Specifically, we include the results of
our ECLIPSE model on several challenging video retrieval cases. For comparison,
we also include the results of a CLIP4Clip baseline. Additionally, in these video
results, we demonstrate that ECLIPSE also learns to localize sounds in the video
even though it was not explicitly trained to do so. Overall, our video results
indicate that compared to CLIP4Clip, ECLIPSE is more robust when retrieving
long videos particularly in cases that involve complex audiovisual events.
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{" A woman is seen speaking to the camera while standing around a group of exercise equipment. The woman shows how to
i adjust the exercise equipment then climbs on top and begins using it. The woman continues riding on the bike while |
i to the camera and climbing off in the end. }
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i The person steps up to the window with the violin. The person starts playing the violin near the window. The image of the |
| person changes to a digitally animated screen. i
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{" We see a title screen with a photo of a buff man. We see a man talking in a yard. We see the house the yard is part of. We
| see the man chopping wood. We see an older man using a chainsaw on the tree. We see a dog playing in the yard. We |
see a pile of logs in the yard. We see the closing title screen. i
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{" We see an opening title screen. We see a landscape in the desert. We see a man talking. We then see one man climbing a ‘3
i sheer cliff. We see the climber from a distance. We see the man from a distance and as he reaches the top. We see the man
{_talking and hug his dog. We then see the ending screen again. i
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: ., then jumps onto the double ropes ...The man then does his double rope routine that includes a lot of handstands, ... When

| the man is done with his routine he does multiple spins ..., raises his two arms, claps and turns, raises his two arms agai
cheers himself on and walks away while waving and celebrating
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Top-1

Fig.1. Here, we illustrate our qualitative long-range retrieval results on Activi-
tyNet Captions [7]. We compare our audiovisual ECLIPSE model with a video-only
CLIP4Clip [6]. For a given a textual query (depicted in a green block), we visualize
each method’s top-1 retrieved video. Our results indicate that the video-only CLIP4Clip
struggles with retrieval when textual queries include audio event descriptions, e.g., “a
man talking", “a person cheering," etc. (see bolded text). In these cases, CLIP4Clip
fails to retrieve the correct video instances, whereas ECLIPSE effectively leverages au-
diovisual cues for successful long video retrieval.



ECLIPSE 5

‘A woman is seen speaking to the camera while standing around a group of exercise equipment. The woman shows how to adjust
the exercise equipment then climbs on top and begins using it. The woman continues riding on the bike while speaking to the
camera and climbing off in the end.

Localized
__Sound
The person steps up to the window with the violin. The person starts playing the violin near the window. The image of the person
changes to a digitally animated screen.
Localized |
_Sound |
[ We see a title screen with a photo of a buff man. We see a man talking in a yard. We see the house the yard is part of. We see the
man chopping wood. We see an older man using a chainsaw on the tree. We see a dog playing in the yard. We see a pile of logs
| in the yard. We see the closing title screen.
Localized
Sound
[ An older woman is standing in an indoor gym and is talking while two people behind her to the left are playing basketball on the court.
While she's still talking, above her on the second floor to her left, two people go running by. The woman is no longer talking and now
| there are two young ladies playing badminton.
Localized
Sound
“A'man sits down by the sidewalk playing a guitar. A black man approaches to watch the guitarist perform. A woman stands by "
recording the performer. The black man dances along, enjoying the music of the guitarist. Two young girls leave store. A black man
wearing a yellow vest approaches and starts dancing and singing along. A few black people enter the store. A woman in gray
pants leaves the store.
Localized
__Sound
A young girl is standing in a room filled with glass doors, playing her violin. She then moves back and forth as she moves the stick
across the violin. The young lady then stops and smiles at the camera when she is finished.
Localized
__Sound

Fig. 2. Here, we illustrate qualitative sound localization results of our method. Note
that our EcLIPSE is not explicitly trained for the sound localization task. In other
words, EcLIPSE learns implicit associations between objects and sounds while being
optimized with respect to the video retrieval task.



