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This supplementary material provides additional details for our experimental set-
tings as well as qualitative results of our method. We first present details for our network
architecture in Section 1. Section 2 then provides additional implementation details for
our training and evaluation procedures. Finally, we present and discuss additional qual-
itative results in Section 3 and demonstrate video examples in results_video.mp4.

1 Network Architecture
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Fig. 1: Network architecture used for our hand and object SDF decoders. Following [6],
we also use five fully connected layers (marked in purple) for the SDF decoder. The
number in the box denotes the dimension of features. Z denotes the original 3D co-
ordinate. Zp. and &,. denote the transformed 3D coordinate in the hand and object
canonical coordinate system, respectively.

Following previous works [3, 6], we use ResNet-18 [4] as our backbone network.
To achieve a fair comparison with the previous method [6], as shown in Figure 1, we
also use five fully connected layers to estimate the signed distance from the query point
to the hand surface or the object surface. The SDF decoder takes the 256-dimensional
image features and 6-dimensional point features as inputs. The image features are ex-
tracted from the ResNet-18 backbone. Following Equation 3 and Equation 5 in our
paper, we transform the original 3D point Z into its counterpart Zp. in the hand canon-
ical coordinate system or its counterpart &, in the object canonical coordinate system.
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Fig. 2: Qualitative results of our method on the DexYCB [ 1] benchmark. Our method
can also produce realistic 3D reconstruction results for real scenes.

Then, we construct point features by concatenating & and &'y, for the hand SDF decoder
or by concatenating Z and &, for the object SDF decoder.

2 Training and Evaluation

We train all of our models with the following data augmentation. We randomly rotate
the input image and 3D points in the camera coordinate system. We empirically find that
this data augmentation can boost the performance for 3D reconstruction. We randomly
augment training samples via [—45°,45°] rotation for our experiments on ObMan [3]
or [—15°,15°] rotation for our experiments on DexYCB [!1].

We set the hand wrist joint defined by MANO [7] as the origin of our coordinate
system. In training, we use a fixed scaling factor to scale all negative points (i.e., points
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Fig. 3: Qualitative results of our method on the ObMan [3] benchmark. Our method can
produce convincing 3D reconstruction results even in cluttered scenes.

that lie in the hand or object mesh) across the dataset within a unit cube. This results in
a scaling factor of 7.02 and 6.21 on ObMan and DexYCB, respectively.

To measure the physical quality of our joint reconstruction, we report Contact Ra-
tio (C,.), Penetration Depth (P;) and Intersection Volume (I,). We use the trimesh li-
brary [2] to detect whether there exists a collision between the hand mesh and the object
mesh and compute the max penetration depth between two meshes. We follow the same
process as [5, 6] to compute L.

3 Qualitative results

We present additional qualitative results on ObMan [3] in Figure 3 and DexYCB [1]
in Figure 2. We also study failure cases on DexYCB in Figure 4. From Figure 3, we
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Fig. 4: Failure cases of our method on the DexYCB [1] benchmark.

observe that our method can deal with a wide range of objects and recovers detailed
interactions between the hand and the object. In Figure 2 we show qualitative results of
our method for real images from the DexYCB benchmark. We can see that our method
can reconstruct objects of different sizes and often achieve the excellent reconstruction
of hands and objects.

While our method advances the state of the art accuracy by a significant margin,
it still does not achieve satisfactory performance in some cases. In Figure 4 we show
four typical failure cases on DexYCB. As shown in Figure 4(a), when the hand or the
object is heavily occluded, our method sometimes cannot make robust predictions. In
Figure 4(b), we show that motion blur in input images might also disturb 3D reconstruc-
tion results. As shown in Figure 4(c, d), the recovery of thin structures and objects with
complex shapes remains challenging. To deal with these issues, future works could
leverage the temporary information from videos to filter input noise and gather more
details about 3D scenes.
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