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1 Details of the Swapping-Driven ID Inversion

Strategy Revisit. Here we present more details of the Swapping-Driven ID
Inversion strategy. For clearer representation, we re-illustrate the pipeline in
Fig. 1. Inspired by the process of StyleGAN inversion, this strategy optimizes
the features W+

s = {ws(1), . . . ,ws(2L)} in a total N iterations.
At the nth iteration of the optimization, we denote the source identity-related

W+ space feature as W+{n}
s and the desired output as W+{n+1}

s . W+{1}
s is

initialized as {ws, . . . ,ws}. We randomly sample any image I{n}, and firstly
generate an intermediate frame Ir→s

g = G(Fs
att, f

r
id). Then it is taken as the

target frame to generate the cycled-back image

Is→r→s
g = G(Eatt(I

r→s
g ),W+{n}

s ) (1)

The optimization is conducted using the identity loss Lid and the reconstruc-
tion loss Lrec. We recap the two losses here. Given any source image Is and our
generated image Ig, the identity loss between the two images are:

Lid(Ig, Is) = 1−Dcos(f
s
id, f

g
id)), (2)

where Dcos(fa, fb) = fa·fb
∥fa∥2∥fb∥2

denotes the cosine distance, f i
id = Eid(Ii) for

any Ii. The reconstruction loss is:

Lrec(Ig, Is) = ∥Ig − Is∥1 +
Nvgg∑
m=1

∥VGGm(Ig)−VGGm(Is)∥1. (3)

Optimization Algorithm The choice of the final optimized W+
s can be per-

formed in two ways namely the one-to-one optimization and one-to-many opti-
mization. The one-to-one optimization aims at finding the W+

s for swapping a
specific source-target image pair (Is, It), while one-to-one optimization aims to
find a general W+

s that is suitable for swapping the identity of Is to any face.
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Fig. 1: The pipeline of the Swapping-Driven ID Inversion.

We start by introducing the one-to-one optimization. Within the total opti-
mization iteration N , we select the W+

s as the feature that achieves the lowest
Lid(I

s→t
g , Is). The whole optimization algorithm is depicted as follows: N is em-

pirically selected as 200. After the optimization, the optimized W+
s can be sent

into the generator for swapping any target face Is→t
g = G(Eatt(It),W

+
s ) given

the source image Is.
As for the one-to-many optimization, all parts related to L̂id are not required.

Thus W+
s is set as W+{N+1}

s . According to empirical studies carried out on
the one-to-one setting, the inversion procedure normally optimizes the identity
similarity around the first 50 iterations. Thus we set N = 50 in the one-to-many
setting, and this is the standard setting in our experiments.

2 Experiments on Face Forgery Detection

We conduct face forgery detection experiments with backbone Xception [3]
that has been widely used as baseline in previous face forgery detection meth-
ods [12,8,10]. The experiments are carried out on the following datasets. 1)
FaceForensics++ (FF++) [12] that has been introduced in the main paper. It
is the most popular dataset used in face forgery detection. 2) WildDeepfake
(Deepwild) [16] contains 3805 real clips and 3509 fake clips. All these videos are
manually collected from the Internet. 3) Celeb-DF (CDF) [9] which contains
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Algorithm 1: The algorithm of Swapping-Guided ID Inversion

Input: A set of images with random identities {I{1}r , . . . , I
{N}
r };

The source image Is; The trained encoders Eid, Eatt and G;
The gradient-based optimizer O. The target image It.

Output: The W+ space feature W+
s .

Initialize W+
s = W

+{1}
s = {ws(1), . . . ,ws(2L)}, L̂id = 100 and n = 1.

while n ≤ N do

Ir→s
g ← G(Eatt(Is),Eid(I

{n}
r ));

Is→r→s
g ← G(Eatt(I

r→s
g ),W

+{n}
s );

L← λrecLrec(I
s→r→s
g , Is) + λidLid(I

s→r→s
g , Is);

Is→t
g ← G(Eatt(It),W

+{n}
s );

if Lid(I
s→t
g , Is) < L̂id then

W+
s ←W

+{n}
s ;

L̂id ← Lid(I
s→t
g )

W
+{n+1}
s ←W

+{n}
s − η ∗ O(∇WL);

n← n+ 1;

Table 1: Face Forgery Detection Experiments. The cross-dataset evaluation of
enlarging the training set with FaceShifter’s and our results

Training set \ Test set FF++ Deepwild CDF DFDC Kodf

FF++ 87.66 65.89 66.60 67.62 66.00
FF++ w/ FaceShifter 87.82 70.95 71.92 69.35 70.85
FF++ w/ Ours 88.16 70.96 73.59 70.07 72.13

high-quality face-swapped videos. 4) DeepFake Detection Challenge (DFDC) [5]
which is one of the most challenging datasets.

As for evaluation metrics, we use Area Under the Receiver Operating Char-
acteristic Curve (AUC). The final confidence score of one video comes from the
average of the first 80 frames. The baseline model is trained with 0/1 label (0
for real, 1 for fake, and p-fake) supervision using binary cross-entropy loss.

Specifically, our baseline model is trained on FF++ [12] without involving
FaceShifter [7] data. Then we additional involve 50,000 fake images generated
by our method and 50,000 fake images from the results of FaceShifter to enlarge
the training set to FF++ w/ Ours, and FF++ w/ FaceShifter respectively.
The results are shown in the Table 2.

It can be seen that the model trained with the assistant of our method outper-
forms the model trained assisted with FaceShifter, which proves that our model
could be more useful to the deepfake detection community. We suppose that it
is because our model creates fewer artifacts and appears to be more realistic.
Thus the forgery detection model trained on our data has more generalization
ability.
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Fig. 2: The visualization of the mask branch

Source Target w/o color jitter Ours Source Target w/o color jitter Ours

Fig. 3: Comparison with results trained without color jittering

3 More Visualization

Visualization of the ToMask Branch. We visualize a whole set of masks
learned in the Swapping-Driven Mask Branch on Fig. 2. All masks are resized
to the same resolution (256× 256). It can be seen that the contour is gradually
learned in the low-level resolutions and finetuned at higher levels.

We also show the results trained without color jittering in Fig. 3 to verify its
effectiveness.

More Results. We illustrate more results in this section. For video results,
please refer to our video. Specifically, we compare with DeepFakes [4], FaceShifter [7],
SimSwap [2], MegaFS [15], InfoSwap [6] in the same way as described in the
main paper. We particularly compare with the authors’ released results of Hi-
fiFace [14]. Their model leverages 3D models for shape changing. However, it
leads to unstable results on videos. It can be seen that our results are not only
of higher similarity but are also extremely stable and robust compared with pre-
vious state-of-the-art methods. Then we show the visualization of an ablation
study, where the result not trained with our video-based training paradigm is
involved. Finally, we show a clip of swapping different celebrity faces to the same
target video.

4 Limitations and Future Work

In order to achieve higher robustness, our method cannot change facial shapes.
Also, the optimization of the ID inversion is time-consuming. As a result, we
identify certain easy-to-implement directions for improving our method. For ex-
ample, after the optimization of the W+ space, recent advances in training Style-
GAN encoders [13,1,11] can be directly leveraged to learn an additional encoder
in order to get rid of the optimization steps. We leave them to the future.
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Fig. 4: More Qualitative Results
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