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1 OLAT and Target synthesis

In sec. 3.1 of our paper, we describe how we process our data for training. Here,
we provide a deeper overview of how we remove the effect of the room lights in
the Multi-PIE [2] flash images, and synthesize the target de-lit image.

Since the images with no camera-flashes (room-lit) are available, we can
simply remove their effect with the following equation.

Iratio = 1− (
L(Iroomlights)

L(Iflash)
) (1)

Ino ambient = Iratio ⊙ Iflash (2)

Where ⊙ is pixel-wise multiplication, L(A) refers to the luminance channel of
A in Lab color space. Iroomlights and Iflash are the room-lit and flash images
respectively.

Another problem is that the room lights create sharp specular reflections
on the faces of some subjects. Since the brightness of these regions is near full
(images were taken with a LDR camera), removing these from our flash images
results in dark blemishes across the face (Fig. 1 (c)). We detect these regions
using the following equation:

Ispecular = min(1,
Iroomlights

2

Iaverage
)4), (3)

where Iaverage is the mean average over all flash images. We correct these small
regions using Navier-Strokes [1] inpainting to produce IOLAT. An illustration of
each step is shown in Fig. 1.

To synthesize the target de-lit image, we approximate ambient lighting as
the average over all our 18 OLAT images, producing Idlt. From here, we modify
Idlt using the following equation:

L(Idlt) = L(Idlt) + 6L(Iroom nospec), (4)

https://www.wgtn.ac.nz/cmic
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where Iroom nospec is Iroomlights with specularities removed (like IOLAT). Adding
the luminance of the room-lit image back into Idlt makes the lighting appear
more uniform.

(a) Iflash (b) Iratio (c) Ino ambient (d) Iroomlights

(e) Idlt (f) Ispecular (g) IOLAT (h) Iroom nospec

Fig. 1: Illustration of our data synthesis stage.

2 More comparisons

In sec. 4.2 of our paper, we showed qualitative comparisons against TR and
EMR against our testing dataset. However, due to different ground-truth modal-
ities (i.e. albedo quality and targeted regions), we don’t compare quantitatively
against the pretrained models of TR and EMR in sec. 4.3. As an extension to
Fig. 4 in the main paper, we provide a more in-depth qualitative comparison.

Upper-body portraits In Fig. 3 We provide examples from our testing dataset
of images containing significantly large clothing regions. Since EMR wasn’t
trained on such examples, we do not present their results in this section, and
instead show only EMR (retrained).

Face portraits In Fig. 4, we show more comparisons of images cropped around
the face region. Here, results of all prior works mentioned in the paper are shown.
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3 More soft-shadow loss examples

In Fig. 5, we show more qualitative examples of our soft-shadow regularization
(see sec. 3.2 of our paper). Input images are from our Alt. Lighting dataset
(see sec. 4.4 of our paper).

4 Shadow Removal

The paper of Zhang et al. [3] focuses only on a subset of the delighting task:
shadow removal/softening, hence we did not compare against their method in
the main paper. We include this comparison in Fig. 2 so that viewers can qualita-
tively assess our shadow removal. In their work, they design an extensive dataset
of shadowed/un-shadowed image pairs, in which shadows are cast by irregularly
shaped objects outside the image (foreign shadows). While no such shadows were
present in our training data, our model holds up well, while also achieving the
overall delighting task including reflection removal.
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(a) Input (b) Zhang et
al. [3]

(c) Ours

Fig. 2: Shadow Removal Comparison 1: Comparison with the method of
Zhang et al. [3] on irregularly shaped shadows. All images in (a) and (b) are
taken from the author’s website.

http://www.overleaf.com
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(a) Input (b) Ground
truth

(c) Ours (d) TR
(retrained)

(e) EMR
(retrained)

(f) TR

Fig. 3: We show more comparisons against other methods using upper body
images from our testing dataset.
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(a) Input (b)
Ground
truth

(c) Ours (d) TR
(retrained)

(e) EMR
(retrained)

(f) TR (g) EMR

Fig. 4: We show more comparisons against other methods using face cropped
images from our testing dataset.
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(a) Input (b) w/o
soft-shadow

(c) w/
soft-shadow

(d) Ground truth

Fig. 5: Soft-shadow ablation: Input images from Alt. Lighting dataset.
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