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A Network architecture details

For clarification, network architecture of SPELL is shown in Table 1.

Table 1. Detailed architecture of SPELL. Batch normalization [2] and ReLU [3] follow
after each of (6), (7), and (9-14).

Index Inputs Description Dimension

(1) - 4-D spatial feature 4
(2) - Visual feature vvisual 512
(3) - Audio feature vaudio 512
(4) (1) Linear (4 → 64) 64
(5) (2), (4) Concatenation 576
(6) (5) Linear (576 → 64) 64
(7) (3) Linear (512 → 64) 64
(8) (6), (7) Addition 64
(9) (8) EDGE-CONV (Forward) 64
(10) (8) EDGE-CONV (Undirected) 64
(11) (8) EDGE-CONV (Backward) 64
(12) (9) SAGE-CONV (Forward, Shared) 64
(13) (10) SAGE-CONV (Undirected, Shared) 64
(14) (11) SAGE-CONV (Backward, Shared) 64
(15) (12) SAGE-CONV (Forward) 1
(16) (13) SAGE-CONV (Undirected) 1
(17) (14) SAGE-CONV (Backward) 1
(18) (15), (16), (17) Addition 1
(19) (18) Sigmoid 1

B Qualitative results

In Figure 1, we provide qualitative results of SPELL. For additional compari-
son, we also show the results of ASC [1], which performs the best among the
approaches that have released their model weights as well as the source code. In
the first example, ASC has both false positive and false negative results while
SPELL is able to correctly classify all the speakers. In the second and the third
examples, SPELL finds every active speaker when ASC has many false nega-
tives. The results show that SPELL is effective and is good at modeling spatial-
temporal long-term information. For more examples, please refer to the videos
that are included in the subfolder.



2 K. Min et al.

Fig. 1. Qualitative results: The green boxes indicate the active speakers and yellow
indicates non-active speaker. The selected frames have a long time-span about 5-10
seconds. GT: Ground Truth.
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