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Abstract. Large language models (LLMs) have achieved impressive pro-
gress on several open-world tasks. Recently, using LLMs to build embod-
ied agents has been a hotspot. This paper proposes STEVE, a compre-
hensive and visionary embodied agent in the Minecraft virtual environ-
ment. STEVE comprises three key components: vision perception, lan-
guage instruction, and code action. Vision perception involves interpret-
ing visual information in the environment, which is then integrated into
the LLMs component with agent state and task instruction. Language
instruction is responsible for iterative reasoning and decomposing com-
plex tasks into manageable guidelines. Code action generates executable
skill actions based on retrieval in skill database, enabling the agent to
interact effectively within the Minecraft environment. We also collect
STEVE-21K dataset, which includes 600+ vision-environment pairs, 20K
knowledge question-answering pairs, and 200+ skill-code pairs. We con-
duct continuous block search, knowledge question and answering, and
tech tree mastery to evaluate the performance. Extensive experiments
show that STEVE achieves at most 1.5× faster unlocking key tech trees
and 2.5× quicker in block search tasks.

Keywords: Open-world embodied agent · Multimodal pre-training ·
Large language model

1 Introduction

Designing agents that demonstrate intelligent behavior and adaptability in open-
world settings has been a longstanding and significant challenge in the field of ar-
tificial intelligence [13,14,26,46,70]. However, recent progress in the development
of large language models (LLMs) [5, 55] has exhibited their potential as versa-
tile, general-purpose assistants. Recent innovations in agent design [57,59,69,77]
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Fig. 1: STEVE integrates the three parts: Vision Perception, Language Instruction,
and Code Action, supported closely by our proposed STEVE-21K. It demonstrates
commendable performance on Continuous Block Search, Knowledge QA, and Tech
Tree Mastery.

have effectively harnessed these advanced LLMs, tapping into their extensive
world knowledge and reasoning abilities. This development has paved the way
for agents, that are autonomously driven, to formulate and implement strate-
gies and actions across a diverse array of skills and tasks in diverse open-world
environments.

In many open-world settings, like Minecraft, contemporary agents predomi-
nantly use LLMs for their textual interactions. However, this reliance on text for
communication poses considerable limitations in their interactions within these
worlds including low-level regrading cases [24,56,65,66]. Minecraft, with its ex-
pansive and interactive sandbox environment [17,20], demands a variety of skills
from agents, ranging from crafting basic items to executing complex tasks. Yet,
agents driven by LLMs often generate unpredictable outputs. The effectiveness
of their interactions is largely contingent on meticulously crafted prompts [23],
designed to align the LLM’s understanding with the environmental context and
the intended objectives. This process of prompt engineering is not only labori-
ous but also fails to meet the goal of fostering autonomous, self-directed agents.
Furthermore, textual communication has its limitations in naturally conveying
certain concepts of the world, like crafting recipes, which are often more effec-
tively communicated through vision.

Players have the distinct capability to assimilate and convey information us-
ing both visual and textual channels, significantly enhancing our interactions
with the world around us. Yet, the integration of LLM-based agents with mul-
timodal inputs in open-ended environments remains an under-explored area.
STEVE in STEVE-Series [71–73], is named after the protagonist of the game
“Minecraft,”. It is our proposed framework to build an embodied agent based
on the vision model and LLMs within an open world, as illustrated in Fig. 1.
STEVE harnesses a vision model to perceive its surroundings visually, coupled
with an LLM to strategize and plan actions. This model represents a leap for-
ward in agent design, combining these two input modes, vision, and text, to
offer a more nuanced and comprehensive understanding of the environment and
practical and executable skills.
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Our key contributions are outlined as follows:
• We propose STEVE, an embodied agent in virtual environment, consists

of vision perception, language instruction, and code action, achieving 1.5×
faster unlocking of key tech trees and is 2.3× quicker in block search tasks
compared to previous state-of-the-art methods.

• We present STEVE-7B/13B, a series of large language model obtained by
fine-tuning with Minecraft knowledge question-answering pairs from Llama-
2-7B/13B.

• We collect STEVE-21K dataset, including 600+ vision-environment pairs,
20K knowledge question-answering pairs, and 200+ skill-code pairs, for jus-
tifying the effective performance of STEVE.

2 Related Works

2.1 Intelligent Agent in Minecraft

As an open-ended sandbox game, Minecraft has always been an ideal setting for
testing the performance of intelligent agents [21,25]. The agents are required to
autonomously perform various tasks in Minecraft, such as chopping trees, craft-
ing tools, and mining diamonds. At the beginning, much of the works focus on
exploring reinforcement learning [32,33,42,50] or imitation learning [2,3], with-
out satisfactory performance. VPT [3] and MineDojo [17] collect internet-scale
datasets for their model pre-training. More specifically, VPT offers the exciting
possibility of directly learning to act during video pre-training and using these
learned behavioral priors as extremely effective exploration priors for reinforce-
ment learning. Yet, recent works found that the pre-trained LLMs could serve
as a strong “mind” that provides planning ability to the agents. Voyager [57]
leverages GPT-4 [44] as both a high-level planner and a low-level action code
generator. Plan4MC [69] proposes a skill graph pre-generated by the LLMs.
DEPS [59], an interactive planning method based on LLMs, addresses multi-step
reasoning issue in open-world planning. GITM [77] develops a set of structured
actions and leverages LLMs to generate action plans for the agents to execute,
achieving impressive results in various tasks.

2.2 Embodied Multimodal Model

Embodied agent operates within various environment by synthesizing sensory
perceptions and physical actions supported by computational intelligence. This
synthesis enables the agent to undertake a variety of tasks, achieving specific
objectives. Its key areas of application are diverse, including Navigation [6, 16,
27, 43, 61, 68], Embodied Question Answering [10, 11, 67], Active Visual Track-
ing [37,38,74,75], and Visual Exploration [7,12,35]. The field is evolving rapidly
with the development of Large Language Models (LLMs) [51] and Multimodal
LLMs (MLLMs) [1, 9, 18, 19, 28–30, 34, 39, 41, 54, 58, 64, 76], integrating multiple
modalities for more effective processing. A prime example of this innovation is
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Fig. 2: STEVE framework. The Vision Perception part takes images or videos, en-
codes them into tokens, and combines them with Agent State and Task tokens as input.
The STEVE-13B in the Language Instruction part is used for automatic reasoning and
task decomposition, and it calls the Skill Database in the form of the Query to output
code as action.

PaLM-E [15], a sophisticated multimodal model with 562B parameters, adept at
a broad spectrum of embodied tasks and demonstrating exceptional capabilities
in visual reasoning.

2.3 Large Language Model with Equipped Tools

While Large Language Models (LLMs) demonstrate impressive skill in tackling
novel tasks via prompt-based instructions, they often face challenges in areas
where simpler models or tools excel, like mathematical calculations or iden-
tifying palindromes. However, LLMs’ potential is significantly expanded when
integrated with other modality-specific models, such as those for vision or audio,
enabling multi-modal capabilities [4,36]. Innovations like Toolformer [47] demon-
strate LLMs’ self-learning to utilize tools through finetuning with extensive API
call samples. Visual ChatGPT [62] extends this by integrating various visual
foundation models, facilitating interactive user experiences with ChatGPT. Simi-
larly, HuggingGPT [48] presents a framework that harnesses LLMs to link diverse
models from Hugging Face for task resolution. AutoGPT [49] is an open-source
application that broadens GPT-4’s capabilities with internet access, memory
management, and plug-ins. The recent introduction of MovieChat [52,53] brings
a memory mechanism to MLLM, enhancing its performance in video under-
standing tasks. Furthermore, LLMs can be used for goal planning, analogous to
language translation [63]. This evolving landscape suggests that tool-equipped
LLMs could forge a new paradigm in AI solution design.

3 Method: STEVE

3.1 Overview

As shown in Figure 2, STEVE F is an LLM-based multi-modal autonomous
system for embodied agents in Minecraft, which can use visual status Xv in the



STEVE 5

form of images or videos and agent state Xs to manage and execute complex
task Xt for executive code action ac:

ac = F(Xv, Xs, Xt) = Ac(Il(Pv(Xv, Xs, Xt))) (1)

where STEVE F integrates Visual Perception Pv into the Language Instruction
Il with large language model (LLM) and combines them with Code Action Ac,
a skill retrieval method to execute actions, details are demonstrated as follows.

• Vision Perception Pv (Section 3.2); a vision encoder to interpret vi-
sual information of the environment, such as blocks and entities and a text
tokenizer for agent state s and task t.

• Language Instruction Il (Section 3.3): a powerful language model sys-
tem fine-tuned specifically for Minecraft content using LLaMA2-13B [18].
This model enables adaptive interaction for iterative reasoning and step-by-
step decomposition.

• Code Action Ac (Section 3.4): a skill retrieval method based on our
skill-code database.

3.2 Vision Perception Pv

The vision perception part includes a vision encoder Ev and a text tokenizer
T , which converts the visual status Xv, agent state Xs, and task Xt to the
text-space tokenizer representation Y = {Y v, Y s, Y t}:

Yi = Pv(Xv
i , X

s
i , X

t
i ),Pv = {Ev, T}, (2)

where the vision encoder E, the visual branch of EfficientFormer [31], encodes
visual status Xv

i at each step i into visual tokens Y v = {yv1 , yv2 , ..., yvn} ∈ Rn×d,
where n denotes the number of visual tokens yv and d is the dimensionality of
each token. The text tokenizer converts agent state Xs

i and task Xt
i at each step

i in the form of text into textual tokens Y s and Y t. Note that visual tokens are
amalgamated with textual tokens representing the agent’s current state (e.g .,
health, inventory, etc.) and the task description. This is accomplished using a
tokenizer that maps state variables and task parameters to a tokenized form.
The resultant unified token set serves as a comprehensive representation of the
current situational context.

3.3 Language Instruction Il

The Language Instruction Il = {Pl, Cr, Cu,Ds}, which consists of Planner Pl,
Critic Cr, Curriculum Cu, and Describer Ds, i.e., four independent LLM-based
agents with different functions. They formulate high-level task guidelines, re-
fine strategies through feedback, facilitate continuous learning and adaptation
through a curriculum of complex tasks, and finally decompose strategic guide-
lines into the executable low-level textual action step as, {as ∼ Il(·|Yi)}Ni=0

towards efficient completion of the task.
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Note that the Planner Pl, Critic Cr, Curriculum Cu and Describer Ds are
based on STEVE-7B/13B, a powerful language model derived from LLaMA-2-
13B [18], fine-tuned specifically on Minecraft-related content from the STEVE-
21K. This model’s expertise covers a broad spectrum of game-specific knowledge
areas on worlds, entities, player mechanics, survival, and even game practical
experience. Finally, they have the performance of their different functions:

• Planner Pl: formulating comprehensive guidelines and executive plans that
align with the overarching objectives of the task.

• Critic Cr: evaluating the planner decisions, providing feedback that can
refine strategies.

• Curriculum Cu: facilitating continuous learning and adaptation for action
agents by engaging with a series of progressively complex tasks.

• Describer Ds: distilling the extensive data into a concise summary, making
it more manageable and interpretable.

Iterative reasoning. The STEVE-13B receives a stream of tokens that encode
the current visual scene, the agent’s state, and the task’s textual description.
STEVE-13B interprets this rich context to undertake complex reasoning. The
model initiates the reasoning process by constructing a series of high-level strate-
gies that outline the pathway to task completion. Considering all gameplay el-
ements, the reasoning mechanism is akin to an experienced player who can vi-
sualize the end game and chart a course to victory. This approach ensures the
plans are reactive and proactive, allowing the agent to anticipate and mitigate
future challenges. However, most strategies are high-level and abstract therefore,
they often require step-by-step decomposition to derive executable guidelines.

Decomposition. The decomposition process makes the complex strategies break
down into simple, low-level guidelines that can be directly mapped to actions
in Minecraft. It is similar to how a high-level command like “build a shelter”
is divided into actionable instructions like “collect wood”, “craft planks”, and
“place blocks”. The granular steps are structured to provide explicit instructions
that the game engine can readily interpret. This systematic breakdown from
high-level reasoning to low-level actionable steps is the hallmark of the STEVE
system, enabling the embodied agent to interact with the Minecraft environment
in a meaningful and goal-oriented manner. Through this intricate process of rea-
soning and decomposition, STEVE embodies the cognitive capabilities required
for sophisticated task management in virtual environments.

Curriculum learning with memory. We draw inspiration from the lifelong learn-
ing strategy utilized in many reinforcement learning problems [57] in both closed-
world and open-world settings. We start by creating a set of tasks that serve as a
curriculum for agents to explore the environment. During this process, STEVE
generates plans, interacts with the surroundings, learns from mistakes, and stores
all these experiences in memory. Next, we evaluate STEVE on various tasks af-
ter this learning stage. Consequently, STEVE can produce better plans with its
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memory teaming up with the planning experiences. We use this as the default
setting for all tasks in our experiments.

Continous learning with summarization. We’ve observed that the learning
process, where the memory is being filled, can continue throughout the gameplay.
The agent can gradually acquire more skills as the gameplay progresses and more
experiences are gained. However, as the memory gets larger, it becomes difficult
to understand the game’s situation and interact with the game slowly. To tackle
these challenges, we have implemented the Chain of Summarization method [40].
By finding better references, we can improve our ability to handle challenging
tasks, such as “Diamond Tool” in the tech tree, including obtaining materials
and creating diamond tools. This will lead to a higher success rate, as shown in
Section 5.3. Additionally, curriculum learning with memory allows for in-context
lifelong learning without needing gradient updates.

3.4 Code Action Ac

The code action part Ac is the execution phase, where the STEVE system con-
verts planned, decomposed guidelines into concrete actions within the Minecraft
environment. This process leverages a specialized skill database that pairs code
snippets with their descriptions and relevant metadata, encoded as vectors vs for
efficient retrieval. The transition from language instruction to executable code
is achieved through the retrieval process R:

R(q,v) = σ(q,v),q = Eq(as), (3)

where Eq and σ are query encoding and cosine similarity matching. Each low-
level textual action step as derived from the Language Instruction is encoded
into a query q. This encoding captures the essence of the action to be performed
in a format that the skill database can understand. Once the queries q are
encoded, the system computes similarities between the query vectors and the
code snippets vectors v stored in the database to determine which skill best
matches the required action.

3.5 Training

To reduce the training overhead to a certain extent, we adopt a two-stage training
method, the first stage being a warm-up on the question-answering pairs of
STEVE-21K to ensure a certain degree of instruction capability. The second
stage is simulated in the environment, and the Expert LLM Ep integrated with
GPT-4 [44] generates instructions for the same situation to modify our model.

In training, we use either a single-round conversation {XQ, XA} or a multi-
round conversation {XQ

i , XA
i }i≤N , where N is the total number of rounds in the

conversation. We use the negative log-likelihood objective over the prediction
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tokens with training and finetuning:

L(θ) = −
L∑

j=1

logFθ(Yj |Xv, Ŷ1:j−1), (4)

where Y and Ŷ refer to the non-vision input and target token sequences, θ repre-
sents the model parameters, and L represents the length of the target sequence.
The vision input Xv varies depending on the input step. We only consider the
answer tokens XA when computing the loss to ensure that the model focuses on
generating coherent responses.
Offline warm-up. In the first stage, we finetune the STEVE-7B/13B only on
the single-round question-answering pairs of STEVE-21K to ensure a certain
degree of instruction capability, as shown in Tab. 3.
Online finetuning. In the second stage, we simulate the warmed-up STEVE-
7B/13B in Minecraft, and both train the vision encoder Ev and finetune the
STEVE-7B/13B simultaneously.

It is necessary to obtain the environment information to train the vision en-
coder, denoted as l = RT (X

v), where l is the label of seen blocks and entities,
RT is the Ray Tracing method [60] to eliminate all content outside the agent’s
perspective screen. We train the vision encoder Ev once we have obtained the
environment information. To finetune the warmed-up STEVE-7B/13B in simu-
lation, we give both the STEVE-7B/13B and the Expert LLM the same input,
and we consider the output of the Expert LLM as the ground truth label.

After 5,000 simulations, we collect all the context information from success-
ful runs, including sequences of vision and question-answering chat flow as the
Vision-Environment part of STEVE-21K, as mentioned in Section 4.

4 Dataset: STEVE-21K

As shown in Fig. 3, STEVE-21K has been meticulously compiled, featuring a
diverse collection of Vision-Environment pairs, Question-Answering pairs, and a
Skill-Code database.
Vision-Environment pairs contain 600 pairs of first-person perspective videos
from Minecraft gameplay across six different terrains (including forest, desert,
coastal, etc.), along with corresponding environmental block entities in the field
of vision and context information for each timestamp. Additionally, all pairs
are oriented around executing the skill-related task supported by Skill-Code
part mentioned in Section 4. We employ the STEVE-7B/13B model to enable
robots to plan and execute actions autonomously based on tasks defined by
human supervisors. We record the video of the agent operation, the environment
information, and all the corresponding chatflow.
Question-Answering pairs contain 20K question-answering pairs from the
Minecraft-Wiki and Reddit corpus across six data types partly sourced from [17].
The pairs are organized into instruction, input, and output triplets and used to
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Fig. 3: STEVE-21K collection pipeline. In the Vision-Environment section,
STEVE-13B plays the game according to specified tasks defined by the human player,
collecting visual information through prismarine-viewer and capturing environmental
information from the screen using Ray Tracing [60]. Note that the language instruction
task is also performed during the collection phase. We simultaneously record and save
the chat flow from the reasoning and decomposition stages. In the Question-Answering
section, we obtain information from the Minecraft-Wiki and Reddit forums and use
GPT-3.5 to clean the data into single-round QA pairs. In the Skill-Code section, we
use GPT-3.5 combined with the human player’s code to synthesize code snippets and
then check and revise them in the game environment.

train STEVE-13B. The GPT-3.5 [5] is employed to derive meaningful single-
round question-answer pairs, and LoRA [22] is incorporated during the fine-
tuning process for efficient resource allocation.
Skill-Code pairs contain 210 skill execution scripts with descriptions, covering
8 skill types including collecting, crafting, exploration etc. The code part is
collected by manual coding. We use GPT-3.5 [5] to describe all codes and utilize
langchain vectordb to give all pairs a database vector.

5 Experiments

5.1 Experimental Setup

We train STEVE-7B/13B, which is finetuned from LLaMA-2 [18] with the
Queston-Answering pair in STEVE-21K dataset for warm-up and simulation
context data from successful runs. We use LoRA [22] for finetuning process.
Note that the process is to adjust STEVE-13B to work on correct simulation
knowledge while remaining adapted to visual perception. In the text part, we set
all temperatures to 0 except for the task proposal, which uses 0.9 to encourage
task diversity. The vision unit is based on EfficientFormerV2-S0 [31], which is
trained on the Vision-Environment part of our STEVE-21K dataset. Our simula-
tion environment is built on top of MineDojo [17] and leverages Mineflayer [45].
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Context
[Question] How to 
survive, according to 
the current situation?
[Answer] Dealing with 
the Creeper and 
Health Management...

Chat Log
A Creeper is 
Nearby, please 
combat Creeper
with the iron 
sword first.

Plan
Use `combatOneCreeper` 
function to combat the 
Creeper until the Creeper is 
eliminated. Once the 
Creeper is eliminated, call 
the `eatCarrot` ...

Environment 
[Blocks] stone, 
dead bushes, 
cacti, orange 
terracotta, ...
[Equipment] 
iron sword
[Entities]
creeper, Rabbit
[Health] 15/20
[Hunger] 18/20
[Inventory]
Carrots, torches

Fig. 4: Example of Vision-Environment pairs. It represents the data format of
the Vision-Environment pairs in our STEVE-21K dataset: including visual signals,
environmental information, Chat Log, Context QA pairs, and planning in actual tasks.

We use GPT-4-0613 for all GPT-4 models used in Voyager [57] and code gener-
ation tasks.

5.2 Baselines

As no vision-based LLM-driven agents are immediately operable in Minecraft, we
selected several algorithms as baselines that extract information from a system’s
backend, differing significantly from real-world applications.

AutoGPT [49] is an NLP automation tool that decomposes a high-level goal
into executable subgoals in MineDojo, aligning with our experimental frame-
work. Our setup, AutoGPT, powered by GPT-4 [44], processes agent states,
environment feedback, and execution errors to manage subgoal execution.

Voyager [57] relies solely on textual grounding for perception and features a long-
term procedural memory with a hierarchical library of code-based procedures,
allowing the integration of simple skills into complex behaviors. Proficient in
environment exploration and tech tree mastery, Voyager uses GPT-4 [44] for
processing background text in embodied agents, with a lesser emphasis on visual
perception.
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Table 2: Comparison on tech tree mastery task. The values presented are in frac-
tions, representing successful trials out of three attempts. A score of 0/3 signifies the
method’s inability to progress within the tech tree after a maximum of 160 prompt-
ing iterations. The reported numbers denote the average iterations across three trials.
Lower iteration values indicate higher efficiency of the respective method.

Method Wooden Tool Stone Tool Iron Tool Diamond Tool

AutoGPT [49] 92± 72 (3/3) 94± 72 (3/3) 135± 103 (3/3) N/A (0/3)
Voyager [57] 6± 2 (3/3) 11± 2 (3/3) 21± 7 (3/3) 102 (1/3)
STEVE 4 ± 1 (3⁄3) 8 ± 1 (3⁄3) 15 ± 2 (3⁄3) 106 ± 12 (3⁄3)

Table 3: Quantitive comparison on knowledge question and answering task.
Questions, model-generated responses, and ground truth inputs are evaluated in GPT-
4 [5], Claude-2 [8] and human blind rating rated on a scale of 0 to 10; The scores above
are the average of them. Higher scores indicate greater alignment of the generated
answers with the ground truth. Wld., Ent., Mech., Surv., Know., Disc., Res., Craft.,
Tools, Util., Miscell. stand for World, Entities, Player Mechanics, Survival, Knowledge,
Discovery, Resources, Crafting, Tools, Utilities and Miscellaneous.

Method Wld. & Ent. Mech. & Surv. Know. & Disc. Res. & Craft. Tl. & Util. Miscell. Overall

Llama2-7B 6.44 6.68 6.58 6.42 6.80 6.96 6.56
Llama2-13B 6.93 6.95 6.77 6.77 6.98 6.64 6.89

STEVE-7B 7.99 7.88 7.84 7.95 7.93 7.82 7.94
STEVE-13B 8.14 8.13 8.03 8.15 8.12 7.72 8.12

GPT-4 8.06 8.07 8.07 7.92 8.09 8.21 8.04

5.3 Evaluation Results

Table 1: Comparison on continues
block search task. # Iters stand for av-
erage iterations to find 10 diamonds (max
100). # Blocks stand for average diamonds
found in 100 iterations.

Method # Iters (↓) # Blocks (↑)
AutoGPT [49] N/A 7
Voyager [57] 35 26
STEVE 14 67

Continuous block search. As shown
in Tab. 1, we experiment with block-
searching tasks to assess the agent’s ex-
ploratory capabilities and proficiency
in locating specified blocks. Diamond
blocks are placed at every 16-block in-
terval across the land map. The agent’s
objective is to identify as many blocks
as possible within the fewest iterations,
which indicates the method’s efficiency.
As shown in Fig. 5, enriching information through visual perception significantly
enhances the efficiency of search and exploration tasks, leading to more effective
world exploration.
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STEVE Voyager AutoGPT

Fig. 5: Schematic of the continuous block search task. We capture an asyn-
chronous segment with each method 30 iterations from the experiments for illustration.
The reason we choose diamond blocks is that they are not naturally occurring in the
given context, making them easily distinguishable from other blocks.

Knowledge question and answering. Using a validation dataset, we established a
question-answering database to evaluate our model’s performance on Minecraft-
related queries. Responses from each model are rated blindly by GPT-4, Claude-
2, and human participants based on accuracy, relevance, and detail. Responses
are initially checked for accuracy, and the comprehensive evaluation yields a
score ranging from 0 to 10, with higher scores indicating superior performance.

As detailed in Tab. 3, we tested the instructional capabilities of various LLM
models using the STEVE-21k dataset, divided into 18, 622 training and 1, 000
testing samples. The STEVE-7B and STEVE-13B models surpassed LLaMA2
in all metrics, with STEVE-13B scoring the highest at 8.12, demonstrating
its exceptional understanding of Minecraft-related queries. This indicates that
STEVE models, optimized specifically for Minecraft content, perform better in
knowledge-intensive tasks.

Our results confirm that larger, domain-specifically tuned models like STEVE-
13B outperform broader models like GPT-4, underscoring the benefit of special-
ized fine-tuning for domain-specific applications.
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How to restore full 
hunger efficiently? 

You should eat 1 bread and 1 
apple. The bread will restore 
5 hunger points, and the apple 
will restore 4 hunger points 
adding up to the 6 hunger
points you need to have a full 
hunger bar...

Simply eat one bread from 
your inventory. It will 
increase your hunger level by 
5 points, which is precisely 
what you need to reach 20...

You should eat an Apple or 2 
Breads. Both Apples and 
Breads restore 5 hunger 
pointswhich will bring your 
hunger level back to full.

Should I combat zombie 
and how to survive?

You should combat the 
zombie using your iron 
sword. Zombies are relatively 
weak and should not pose a 
significant threat to you...

You should combat the 
zombie; remember to strike 
and step back to avoid getting 
hit. You seem to be in an 
abandoned mineshaft. Once 
the area is safe, continue to 
explore...

you should combat the 
zombie and collect resources 
to craft better equipment. The 
current environment is likely 
a village or a farm...

What do you find and how 
to get more resources?

You should open the nearby 
Chest, or explore the 
surrounding area to find 
better resources...

Begin by inspecting the 
nearby Chest, it could contain 
valuable resources. Use your 
Iron Pickaxe to mine any 
precious ores you encounter 
in the mineshaft...

You should find more 
Cobblestones to craft better 
armor and weapons. The 
nearby blocks and entities 
suggest that you are in a 
Minecraft world, and the 
resources you need are likely 
to be found in the nearby 
area...

Should I combat skeleton 
and how to survive?

Given your current situation, 
it is not advisable to engage 
in combat with skeletons or 
any other hostile mobs...

You should avoid engaging 
the skeleton at the moment
since your health is a bit low
and you have no armor to 
protect yourself. You should 
instead focus on your 
immediate safety...

You should combat the 
skeleton. To survive, it is 
recommended to prioritize
crafting better equipment, 
such as armor and weapons, 
to increase your health and 
combat effectiveness...

Fig. 6: Qualitative comparison on knowledge question and answering tasks.
Green ( Red ) highlights the correct or good (wrong or bad) answer. Blue indicates
the suboptimal answer. Grey indicates the meaningless answer.

Tech tree mastery. As shown in Tab. 2, we experiment on the Minecraft tech
tree mastery to test the agent’s ability to craft and use a hierarchy of tools. Pro-
gressing through this tree (wooden tool → stone tool → iron tool → diamond
tool) requires the agent to master systematic and compositional skills. As to
the wooden, stone, and iron levels of the tech tree, STEVE achieves remarkable
efficiency: 23×, 11.8×, and 9× faster than AutoGPT [49], and 1.5×, 1.4×, and
1.3× faster than Voyager [57]. STEVE has achieved the diamond level, as shown
in Tab. 2. Its performance slightly lags behind Voyager [57], which also uses
GPT4 [44] for critical inference. However, STEVE is more cost-effective, start-
ing with lower initial performance. It includes a vision unit, prioritizing visual
data over background information, offering distinct advantages. Additionally, we
observed a decrease in performance when using a basic skill database.

5.4 Ablation Study

To understand the impact of different components on the performance of our
system, we conducted ablation studies focusing on the tech tree mastery task in
Minecraft. The results, as shown in Tab. 4, provide insights into the effectiveness
of the vision unit and compare our STEVE model with the STEVE GPT-4
version (with the same vision unit as ours). Note that the w/o vision unit setup
is that the environmental perception encompasses data on blocks within an 8x8
area surrounding the agent, including the front, back, left, and right directions.
The following observations are made:
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Table 4: Ablation studies for the tech tree mastery. STEVE (Ours) is the
STEVE-13B version. The 0/3 score means the method can’t progress beyond 160 iter-
ations in the tech tree.

Method Wooden Tool Stone Tool Iron Tool Diamond Tool

w/o vision unit 11± 5 (3/3) 27± 5 (3/3) 46± 11 (3/3) 158 (1/3)
STEVE (GPT-4) 6 ± 2 (3/3) 10 ± 1 (3/3) 14 ± 3 (3⁄3) 89 ± 9 (3⁄3)
STEVE (Ours) 4 ± 1 (3⁄3) 8 ± 1 (3⁄3) 15± 2 (3/3) 106± 12 (3/3)

Vision unit is critical. The omission of the vision unit markedly affects the
system’s performance, especially in more advanced tasks. While it successfully
crafts Wooden, Stone, and Iron Tools, it is challenged with Diamond Tools. This
outcome underscores the vital importance of visual information in accomplishing
complex tasks.

Comparison with GPT-4. As our vision encoder directly encodes into text space,
it can be easily replaced with any language model. For instance, the GPT-4 we
compared exhibits consistent success across all categories and secures a flawless
success rate. Interestingly, the STEVE-13B version excels in simpler tasks such
as crafting wooden and stone tools. Moreover, it requires fewer iterations than
methods without the vision part, underscoring its superior efficiency.

5.5 Case Study

As shown in Fig. 6, we perform an extensive case study comparison of GPT-4,
LLaMA2-13B, and our method STEVE-13B. Each model maintains the same
information and question inputs to compare feedback under different environ-
mental information. Our STEVE overall achieves the best results, surpassing
GPT-4 and showing significant improvement compared to the original LLaMA.
Especially in parts involving numerical calculations, such as the leftmost image,
STEVE accurately tracks food values to restore hunger levels.

6 Conclusion

STEVE enhances multi-modal learning by combining visual encoder and LLM-
based agents. It has three functions: vision perception, language instruction,
and code action, allowing it to understand, predict, and act in virtual envi-
ronments. We provide a straightforward approach to creating a robust, multi-
modal, autonomous, embodied agent using an open-source language model with
a small number of parameters. Additionally, we provide a comprehensive dataset
STEVE-21K for sustainable community development that can be verified.
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