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Abstract. Identifying low-dimensional, semantic latent causal represen-
tations for high-dimensional data has become a dynamic field in com-
puter vision and machine learning. Causal domain generalization meth-
ods aim to identify latent causal variables that generate input data and
build invariant causal mechanisms for prediction tasks, thereby improv-
ing out-of-distribution (OOD) prediction performance. However, there
is no consensus on the best approach for selecting causal variables for
prediction. Existing methods typically choose causal or anti-causal vari-
ables, excluding other invariant, discriminative features. In this paper,
we propose using Markov Blanket features due to their property of be-
ing the minimal set that possesses the maximum mutual information
with the target. To achieve this, we establish a Causal Markov Blanket
Representation Learning (CMBRL) framework, which allows for Markov
Blanket discovery in the latent space. We then construct an invariant pre-
diction mechanism using the identified Markov Blanket features, making
it suitable for predictions across domains. Compared to state-of-the-art
domain generalization methods, our approach exhibits robustness and
adaptability under distribution shifts.

Keywords: Causal Representation Learning - Markov Blanket Discov-
ery - Domain Generalization

1 Introduction

Modern deep-learning models have significantly improved performance across
various machine learning and computer vision applications in recent decades.
However, they are also known for their limitations, including poor generaliza-
tion, a lack of interpretability, and fairness concerns. [35] pinpointed the pri-
mary cause of the poor generalization of modern deep-learning models stems
from the spurious correlations between irrelevant features and the prediction
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task through theoretical analysis and empirical evidence. These spurious corre-
lations are caused by data biases and vary when distribution shifts, rendering the
deep-learning models unreliable for the prediction of data from unseen domains.
Hence, causal domain generalization methods propose to formulate prediction
tasks from a causal perspective and exploit the robust, domain-invariant causal-
ity instead of correlations to improve the Out-of-distribution performance.

Recent research in causal domain generalization [22,31-34,39,41,52] utilizes
structural causal models (SCMs) to delve into the fundamental mechanisms un-
derlying data generation. SCMs effectively capture intrinsic, stable, and inter-
pretable causal relationships within a data distribution. These studies leverage
SCMs to extract latent representations that are causally related to the target
variable and subsequently develop invariant prediction mechanisms based on
these representations. Key differences among existing methods stem from their
choices of causally related features and their approaches to learning or selecting
these features. However, there is no consensus on the optimal types of causally
related features to be learned or selected. While many approaches [22,32-34,52]
focus on identifying parent variables (causal features) relative to the target, [31]
contends that anti-causal features (child variables) may offer greater robustness
and predictive power, particularly in vision tasks. This paper theoretically ex-
amines the best causally related variables for prediction tasks and proposes an
effective, potentially efficient method for identifying these variables.

According to [12], the Markov Blanket (MB) of a variable is theoretically
proven to be optimal for prediction tasks, as it is the minimal set that contains
the maximum information about the target. Consequently, MB features have
been extensively used for feature selection across various prediction tasks [4, 38,
47]. Recent research [55] explores the use of MB features in the latent space for
domain generalization. We find that, within the framework of our proposed SCM,
the influence of spurious features is effectively mitigated by conditioning on the
MB features. Specifically, the MB set can block all paths between the domain
variable U and the target Y, as illustrated in Figure 1. This characteristic makes
MB features theoretically optimal for domain generalization prediction tasks.

We propose a framework for selecting Markov Blanket features from latent
high-level variables that generate high-dimensional data. We refer to the chosen
MB latent variables as Causal Markov Blanket (CMB) representations, which
include the parents, children, and spouses of the target variable in the latent
space. To obtain the CMB representations, we first obtain a set of identifiable
latent variables using existing identifiable variational autoencoder framework.
Then we propose an efficient MB discovery approach to identified the CMB
representations collectively. A prediction model built using CMB representations
is theoretically guaranteed to be both invariant and informative for predicting
the target variable.

The main contributions of this paper are as follows: 1) We introduce a
novel and general SCM to elucidate the data generation mechanisms underlying
prediction tasks. 2) We establish a framework for discovering Markov Blanket
features in the latent space. 3) We propose a three-phase algorithm for do-
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main generalization prediction. We validate the effectiveness of our algorithm
on benchmark datasets with distribution shifts, demonstrating improved gener-
alization performance in the presence of these shifts.

2 Related Works

In this section, we will review previous studies focusing on two key areas: Markov
Blanket discovery and domain generalization (DG) prediction.

Markov Blanket Discovery and Feature Selection. The Markov Blanket set of
a variable consists of its immediate neighbors (parents, children, and spouses)
in a causal graph. Popular MB discovery methods, including KS [21], HITON-
MB [5], IPCMB [10], IAMB [48], and STMB [11], identify the Markov Blanket
set through a series of independence tests, making MB discovery performance
dependent on the accuracy of these tests. In terms of applications, multiple
works [4,12,38,47] have utilized MB discovery in the input space as a feature
selection strategy, employing MB features for prediction. However, directly ap-
plying these methods to high-dimensional data, such as images, videos, or texts,
is computationally expensive. Moreover, as noted by [32], causal and spurious
features may not be disentangled in the input space since each dimension of the
input data could be influenced by both types of features.

Domain Generalization Approaches. We aim to employ Causal Markov Blanket
representations to enhance domain generalization performance. To this end, we
compare our method both theoretically and empirically with existing domain
generalization approaches. Specifically, in a domain generalization setting, we use
data from one or multiple source domains to make predictions on unseen target
domains. Recent domain adaptation works [22,26,46] that require target domain
data and intervention targets during training are beyond the scope of this paper.
Popular domain generalization approaches include disentangled representation
learning [19, 28,29,42], data augmentation [33], "mix-up" strategies [14, 56, 57],
adversarial training [50,51], and meta-learning [24,43]. These methods typically
do not involve causality.

Causal Domain Generalization Approaches. Compared to non-causal DG ap-
proaches, causal approaches make assumptions about data generation via SCMs
and derive their algorithms accordingly. Generally, causal approaches can be
categorized by their use of intervention. Methods without interventions include
stable representation learning [7,8,17, 18] and invariant feature learning [1-3,
6,23,40]. Stable representation learning methods acquire causal or anti-causal
features through strategies like covariate balancing or by using SCM as a form
of regularization. Invariant feature learning methods aim to identify domain-
invariant causal features from multi-environmental data based on certain in-
variance criteria derived from causal theorems. One popular invariant feature
learning approach is invariant risk minimization (IRM), which identifies invari-
ant predictors corresponding to the parent variables of the target variable. In
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particular, [55] formulates an invariant causal Markov Blanket representation
learning framework that is trained with causal constraints derived from the pro-
posed SCM. Recently, a line of work [19,20,32] employs identifiable variational
autoencoders (iVAEs) to obtain a set of latent variables with various degrees of
identifiable guarantees, using the parent variables within this set for domain gen-
eralization prediction. We follow this approach and propose to learn the MB set
of the target variable from the identifiable latent representations. Methods with
interventions include robust feature learning through data augmentation [33]
and interventional inference-guided methods [27,34,52]. These methods primar-
ily address latent confounding issues between input data and the target. While
our method generalizes across domains with different biases, it cannot yet effec-
tively handle spurious correlations resulting from latent confounders. Extending
our algorithm to handle latent confounders is an interesting future direction but
is beyond the scope of this paper.

3 Causal Analysis for Prediction Tasks

3.1 Preliminary on Markov Blanket Features

We outline the definition of Markov Blanket in Definition 1.

Definition 1. ( [37]) A Markov Blanket of a target variable T within the vari-
able set V., MBr, is the minimal set of nodes conditioned on which all other
nodes are independent of T, denoted as O \L T|MByp,¥O € {V\T\MBr}.

The MB7 consists of the parent, child, and spouse variables of the target
variable T'. According to the Theorem 1-3 in [12], the MB features of the target
possess the following properties: they constitute the minimal set of features
holding the maximal information about the target variable, and they ensure
the least Bayes errors when predicting the target.

Unlike prior works that use MB discovery for feature selection in the input
space, we focus on MB selection in the latent space, guided by a structural
causal model that we introduce for modeling the data generation process. To
distinguish between them, we denote the MB set in the latent representation
space as Causal Markov Blanket (CMB) representations. CMB representations
are crucial for identifying the informative variables for predicting targets with
higher accuracy despite distribution shifts.

3.2 Assumptions on Structural Causal Model

We formulate the prediction task under distribution shifts from a causal perspec-
tive. Using a structural causal model, we discern the underlying causal mecha-
nisms of the data generation process, as illustrated in Figure 1.
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X <€ R? represents the inputs and Y
the prediction target. We denote Z =
{Z1,Z5, -+ ,Zn} € RV as the latent factors
for generating input X. To better account
for the distribution shifts, we introduce a do-
main variable U to encode domain-specific
information*. Domain variable U is the com-
mon cause for some latent factors in Z and
hence can change the appearance of input X.
be Futhes categortsed o o tyges par. T 1 Propossd  SOM over
- YPOS: PaA™ - (x 17 Z,Y}. Undirected links
ent variables Z, = {Z,,, Zp,, - }, child vari- | (woon Z,,Z, and Z. indicate
ables Z. = {Zc,, Zc,, -}, spouse variables (1t hoth edge directions are
Zs = {Zs,,Zs,, - }, and spurious variables permissible without violating the
Z, ={Zy, 2oy, }. Zp,Z. and Z, are the DAG constraint.
direct causes, direct effects, and the causes of
the direct effects. They collectively form the
CMB representations Z.,,;,. Z, are the variables that are spuriously correlated
to target Y via Z.,,; variables or domain variable U. To generalize our SCM,
we allow for arbitrary causal relations within Z as long as the causal graph over
{X,Y,Z,U} is a directed acyclic graph (DAG). We summarize the detailed
assumptions in Assumption 1 of Appendix A.1. We show that our assump-
tions is practical and generally hold in real-world applications in Appendix A.2.
Moreover, the SCM is Figure 1, combined with the assumptions, covers most
scenarios from prior works [3,32] and hence is a flexible model for performing
causal analysis on prediction tasks. The semantic meanings of Z, and Z.ns
are context-dependent and vary with the data. For instance, in CMNIST, Z,
represents background information like color, whereas Z.,,,;, denotes foreground
information such as digit shape.

3.3 Invariant Predictive Mechanism

The conditional distribution p(Y|X), typically captured by a traditional clas-
sifier, is influenced by the domain variable U, meaning that U )X Y| X. Conse-
quently, the domain-variant distribution p(Y|X) is unsuitable for prediction in
unseen domains. Prior causal approaches such as [22,33,34] and other content-
style approaches make strong assumptions, assuming there is only a single type
of causal feature (usually parent variables Z,) within the SCM. Due to the sim-
plicity of their SCMs, these methods fail when encountering scenarios where
other types of causal features exist, as their selection of causal features cannot
block all paths from U to Y. For example, if the SCM only considers the exis-
tence of parent variables Z,, while Z, also exists in practice, the domain variable
Ucanreach Y viaU - Z, - X — Z. < Y when X is given.

* This is a standard setting in previous works [32,39)
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We advocate for using the Causal Markov Blanket features, denoted as
Zewy = {Zp, Z., Zs}, to predict the target in unseen domains. From Figure
1, we infer that Y 1L U|{Z,, Z., Z,}, implying that p(Y'|Z.,;) remains invari-
ant across domains. Furthermore, we assert that the CMB features constitute the
minimal sufficient set required for achieving invariant predictions across varying
domains, as adding or removing variables from this set may affect its invariance.
We demonstrate how to identify the CMB latent variables Z.,,; from the given
data distribution and construct the invariant prediction mechanism p(Y'|Z.;.p)
for out-of-distribution prediction in Section 4.

4 Causal Markov Blanket Representation Learning

We refer to our proposed method as CMBRL, representing Causal Markov
Blanket Representation Learning. The training and inference procedures are
introduced in Section 4.1 and Section 4.2, respectively.

4.1 Training Procedure

We illustrate the training procedure of the proposed algorithm in Figure 2. We

Phase I: train VAE Oz
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Input x : Z Reconstructed input ¥
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Fig. 2: The illustration of the three-phase training procedure of CMBRL.

propose a three-phase training procedure. Initially, we utilize a VAE framework
to learn a set of latent variables, which are proven to be component-wise iden-
tifiable. Subsequently, we conduct a CMB search using our novel mutual infor-
mation quantification method to select the latent CMB representations. Finally,
we construct a predictor using the selected CMB representations.
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Phase I: Identifiable Latent Variables Learning. We aim to obtain a set
of latent variables Z. To do so, we employ an existing (identifiable) variational
autoencoder (VAE) framework [32]. We posit a prior distribution on Z that is
consistent with our Assumption 1(b) and belongs to a general exponential
family, i.e.,

prA(Z|Y,U) = o325 exp|T(Z)TA(Y, U)]

where Q is the base measure. C is the normalizing constant. A is the arbitrary
function. T is the sufficient statistics.” To manage the increasing optimization
challenges caused by additional parameters in the prior, we train the VAE frame-
work using a standard protocol from prior work. [16,49]. As described in Eq. (1),
the training objective comprises an ELBO loss Lgpo and a score matching
loss Lsnv. The ELBO loss Lo optimizes over encoder and decoder parame-
ters (0, ¢), while the score matching loss Lgy minimizes over prior parameters
(T, X\). The parameters T, X are constants in Lg1po, and 0, ¢ are constants in
Lsnm.

Lobi(0,0,T,\) = Lripo(0,6, T, ) + Lsm(0, . T, ) (1)

Lrrso and Lgy are outlined in Eq. (2). pp is the training data distribution.

LeLo = — Epp [Egg (2]ay,u) [108 Do (€|2) + log pr (2|y, u) — log ge (2|2, y, u]]
Lsmt =Epp [Egg (zf.y.0) |V = 0g go (2|2, y, u) — V2 log pr A (z[y, )]

(2)
As can be seen from the joint distribution p(x,y,u) o [, p(z|2z)p(z|y,u) dz, the
prior p(z|y,u) is consistent with our SCM. In fact, based on our SCM, p(z|y, u)
can be further decomposed into the product of conditional probabilities, which
would result in further sparsity in A. This property makes our learnt model differ
from existed work based on different SCMs [19,20,32], as elaborated in Appendix
B.4. However, the causal graph is generally unknown a priori, and hence we can
not pre-define the sparsity of A. Therefore, in our learning algorithm we treat
p(z]y, u) as a generic form of prior that satisfies Assumption 1(b). Without a
fully specified causal graph, we use this generic prior p(z|y,u) to constrain the
learning of VAE to obtain the Z without knowing their causal identities. We
summarize the assumptions and identifiability results in Theorem 1.

Theorem 1. Assume the data is sampled from a generative model described by
Pe=(p. 7N (X, Z|Y,U) = pp(X|Z2)pr A(Z]Y,U), pp(X|Z) = pe(X — g4(2))

We have the following: (1) Under certain assumptions regarding domain vari-
ability, the model parameter £ is identifiable up to a permutation and component-
wise transformation. (2) If (1) is true and qo(z|x,y,u) is flexible and positive
everywhere, then our framework learns the true parameters £ and true latent
variables Z* up to a permutation and component-wise transformation.

5 Arbitrary function A and sufficient statistics T’ are modeled by neural networks with
ReLLU activation due to their universal approximation ability.
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We provide the detailed assumptions for (1) to hold and proof in Appendix B.2°.
These detailed assumptions are common in identifiable VAE methods and can
impact the performance of the CMB discovery in Phase II. The component-wise
identifiability of Z ensures that the CMB variables and spurious variables are
separable, which is a crucial prerequisite for performing CMB discovery in Phase
I1, as verified by empirical results in Appendix F.1. While these assumptions
may be violated in real-world applications, strict adherence to them is
not always necessary. This motivates our investigation into identifiability per-
formance on the CMNIST dataset in Section 5.1. Empirical results demonstrate
that the VAE approach we employ can achieve a decent level of identifiability,
even when certain assumptions do not hold.

Phase II: Identify CMB Set. In this phase, we aim to identify the CMB rep-
resentations relevant to Y among the latent variables Z we learned from the VAE
framework. Traditional approaches to MB discovery involve revealing the local
causal structure to the target through a series of (conditional) independence (CI)
tests. However, conducting MB discovery in latent space encounters two major
challenges: 1) the large dimension of the latent variable space, especially with
complex and challenging input data, and 2) the mixture of variable types. These
challenges can compromise the efficiency and accuracy of CMB discovery results.
To tackle these two issues, we introduce an efficient search strategy and a more
practical and general approach to conducting mutual-information-based (MI)
independence tests. It is worth noting that we obtain CMB variables collectively
by detecting and removing spurious variables with designed independence tests.
We do not distinguish between the parent, child, and spouse variables within the
CMB set.

Search Strategy: We find that learning the exact local graph of the target vari-
able Y is unnecessary for identifying the CMB set. Instead of distinguishing
among the CMB set, our objective is to separate spurious variables Z, from
Z.mp- In particularly, we discover that spurious variables Z, and CMB vari-
ables Z.,,;, possess different relations concerning Y conditioned on the remain-
ing variables. If Z; € Z,, we have Z; 1. Y|{Z\;,U}, where Z\; = {Z\Z;}. If
Zi € Zemp, we have Z; U Y|{Z\;,U}. We employ mutual information as mea-
surement for independence tests. Theoretically, we can detect spurious variables
and separate them from CMB set by quantifying Z(Z;; Y| Z\;,U),VZ; € Z. Ac-
tually, for real-world scenarios where U is unknown, it is challenging to estimate
I(Zi; Y |Z\;,U). However, subject to our SCM structural assumptions, we have
I(Z;YZ\;) = L(Z;Y | Z\;,U) = 0, if Z; € Z,. We provide a proof in Appendix
C.1. Meanwhile, if Z; € Z.my, Z(Zi;Y|Z\;) > 0. Therefore, we can separate Z,
and Z.,,p by performing Z(Z;; Y| Z\;),¥YZ; € Z. We summarize such theoretical
findings in Proposition 1.

5 Our proof follows a similar approach to that of [32]. We aim to demonstrate that our
assumptions on SCM do not violate the assumptions in the proof, thereby ensuring
that the identifiable results hold under our framework.
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Proposition 1. If the causal graph in Figure 1 and Assumption 1 holds, we
have that: 1) for Z; € Z,, Z; 1L Y|Z\;, I(Z;Y|Z\;) = 0; 2) for Z; € Zcmy,
Zi LY \|Z\;, T(Z; Y | Zy;) > 0.

Algorithm 1 Causal Markov Blanket Set Search Strategy

M

Input: M observations of Z and Y, i.e., {z1(j), 22(4), -, 2n(4), y(4) }i=1

Output: CMB set Zcmp
Step 1(Fast-Search): find the identity for each variable Z; € Z
Initial two sets Zemp < 0, Z, < 0
for Z, € Z,i=1,2,--- ,N, do
Perform Indtest(Z:;Y|Z\;)
Zcmb — Zcmb @] Zz
else
Zy <+ Z,U Z;
end if
end for
Step 2 (Forward-Backward Search): verify the obtained CMB set.
repeat
for Z; € Z.,,p do > Backward procedure
Perform Indtest(Z;;Y[{Zcmb\Z1})
if Z; L Y|{Z:mp\Zi} then
Zcmb — Zcmb \ Zl
end if
end for
for Z; € Z, do > Forward procedure
Perform Indtest(Z;;Y|Zcems)
if Z; L Y|Zcmp then
Zempy — Zemp U Z;
end if
end for
until Converge

We provide the detailed proof of Proposition 1 in Appendix C.2.

We hence propose a fast-search strategy, which performs CI tests Z(Z;; Y| Z\;)
for each variable Z; € Z. After performing the fast-search and obtaining the
initial set of CMB, we verify the initial CMB set by repeatedly checking whether
VZJ' € Z,, Zj uin Y|Zcmb and VZ; € Zemb, Zk'—l‘(— Y\{Zcmb\Zk}. We outline our
CMB search strategy in Algorithm 1. As illustrated by Proposition 2, our
algorithm can correctly identify the CMB variables if the assumptions hold. We
provide the detailed proof for Proposition 2 in Appendix C.3.

Proposition 2. Assume independence test results are correct and Assumption
1 for the proposed SCM holds, the ground truth Causal Markov Blanket set can
be identified with Algorithm 1.
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In Step 1, we leverage the structural properties of CMB features to efficiently
distinguish them from spurious features. However, since we condition on N — 1
variables, which is a larger set than CMB, in step 1, we may have false positive
detections and wrongly include spurious features. Thus, we employ Step 2, a
forward-backward procedure, to eliminate possible errors in Step 1.

Complexity Analysis of CMB Search: Assuming it takes k iterations, with & <<
N as observed in practice, for the verification to converge, our CMB strategy
requires performing (k 4+ 1)N CI tests and has a linear complexity of O(N).
Compared to traditional MB discovery methods like TAMB [48], which directly
execute the forward-backward search, our fast-search step reduces the search
space and improves learning efficiency, often achieving convergence in just k = 1
or 2 iterations in practice.

CI Tests: We use the MI-based, denoted as Z, independence tests, with a signifi-
cance level a. If 7 < «a, we declare independence. In Phase II, we need to compute
the following mutual information Z(Y’; Z;|C), where C is the set of variables to
condition on. We propose a practical approach that quantifies the MI using a
trained predictor and is applicable for both classification tasks and regression
tasks. Calculating mutual information for classification tasks is particularly chal-
lenging due to the mixture of variable types (where Y is discrete and variables
in Z are continuous). We illustrate our approach to estimating the MI in Eq. (3)
and Eq. (4). By definition of mutual information and conditional entropy, we
have

Z(y; 510) =HIylC] - HIyl{C, =i}
=By [HIpy1C)]] — Epge.- [Hlp(yC, 2)]] (3)
=Ey(c) [HEp\ci0) PO = Epic.on) [HEpiae.zae.zon P12

According to Eq. (3), we can calculate Z(y; z;|C) using a predictor distribution
p(Y|Z) and samples of Z. For one input and its label from the training data, i.e.,
x(j),y(j),u(j) ~ pp, we use the mean of learned encoder ¢4(Z|X = =(j),Y =
y(7), U = u(j)) as the sample for Z, denoted as 2(j) = [1(/), 22(7), -+ » 2w (7).
After obtaining a total of M observations for Z, i.e., {z(j)}jM:l, we first learn
a predictor p(Y|Z) with {z(j),y(j)}}L,. Substituting the samples and learned
distribution into Eq. (3), we have

M L-1 .
YL p(y = 1C(), {=\CH(k)) Sl oy = UC(), {2\CHR))
I(y, = § § — lo,
7 o ( M ) ( M ) (4)
1&E& (22’.p y = I4C, %} (), {z\<c,z7,>}<k>))1 (sz Ly =1{C, 2} (), {2\(C, 2 >}<k>))

M M M
j=11=0

where L is the number of classes for Y. [ denotes the value of Y and [ €
{0,1,---, L —1}. Especially, for the fast-search strategy, C = z\;, we have:

1 L& wy—WW)%W) Souy p(y = Uz\i(5), 2i(k))
M;; = log =5 M
1 M L—-1 (5)
+ 37 2 2wy =1z(7) logp(y = 1|2()))

j=11=0

I(y7 Zz‘z\z =
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The detailed derivation can be found in Appendix C.4. Our CMB discovery
method assumes the accuracy of the IndTest. In practice, our approach, like
other statistical tests, faces challenges with accuracy when the condition set is
large and data is insufficient. Future studies aimed at improving the accuracy of
independence tests could benefit from utilizing Bayesian mutual information [9].

Phase III: Construct Invariant Predictor. We utilize the obtained CMB
variables Z.,,; and train an invariant predictor p(Y'|Z:pms). Our training proce-
dure is outlined in Eq. (6).

115 = arg miny, ﬁ Z]Nil Lpred (y(j),p¢ (Y|Zcmb = Zcmb (.7))) (6)

where 1 are the parameters of the predictor. £eq(-) represents the cross-entropy
loss for classification tasks and the mean squared loss for regression tasks.

4.2 Inference Procedure

In the inference procedure, we predict labels for data from an unseen test domain,
pptest. One can infer from Figure 1 that p(X|Z) is domain-invariant since X 1L
U|Z. Therefore, inferring the latent variable values for inputs from an unseen test
domain using p(X|Z) is reasonable. We adopt the standard inference procedure
from [32,45]. Given an input from the test domain, &' ~ pptest, we obtain the
optimal values of Z,,,;, denoted as zJ,,;, by solving the optimization problem
outlined in Eq. (7). Here, A\; and Ay are hyperparameters used to control the
scales of the learned Z,,,;, and Z,.

Zomp Zo = ATgMiNg, 2, pq}(xqzcmba 20) + Atl|Zemb 13 + Aol zoI3 (7)

Then we can infer the label using the constructed invariant predictor, i.e.,
§ = argmax py (ylzim,) (8)

We provide the complexity analysis of the optimization in the inference procedure
in Appendix D and the ablation study of runtime comparison in Appendix F.3.

5 Experiments

We validate our CMBRL method for OOD prediction using synthetic and real
benchmark distribution shift datasets against state-of-the-art domain generaliza-
tion baselines. We experiment on four datasets: CMNIST, CelebA, PACS, and
VLCS. Our experiments, conducted across 5 trials, are summarized in tables, re-
porting the mean and standard deviation of accuracy. The details of datasets and
implementations can be found in Appendix E.1 and E.2. Additionally, detailed
ablation studies on the selection of hyperparameters are available in Appendix
F.

5.1 Identifiability of Latent Variables
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First, we verify that Phase I of our pro-
posed CMBRL yields identifiable Z. We com-
pare it with VAE [30], which lacks identi-
fiability guarantees, and iVAE [19], which
uses a conditionally factorized prior. Follow-
ing standard procedures [19, 20, 22, 32], we
evaluate identifiability on CMNIST data by
computing the average mean correlation co-
efficient (MCC) between latent variables re-
covered by different models with various ran-
dom initializations. Higher MCC scores indi-
cate stronger identifiability, as shown in Fig-
ure 37. Using the same prior and training pro-
cess as [32], we refer to our method as NF-

1.0

0.75

0.5

0.25

0.0

0.89+0.03
0.75 +0.04 ¢’
0.62+0.05 ¢
t
VAE iVAE NF-iVAE

Fig. 3: MCC on CMNIST

iVAE. Figure 3 demonstrates that NF-iVAE recovers latent variables with better
identifiability. This identifiability impacts the disentanglement of spurious and
CMB variables, influencing the accuracy of the estimated CMB set. Our abla-
tion study in Appendix F.1 empirically shows that better identifiability leads to

a more accurate CMB set.

5.2 Out-of-distribution Prediction Accuracy

We present both the in-distribution
and OOD prediction accuracies of the
CMNIST dataset in Table 1. First, we
compare with the ERM trained on the
entire training domain. Then, we com-
pare with the popular causal invariant
feature learning method, IRM, and its
two variants: F-IRM (where & is fixed
to the identity) and V-IRM (where @ is
variable). We also include the Robust
MIN MAX method, which minimizes
the maximum loss across multiple do-
mains. Additionally, we compare with
other approaches that leverage SCM
knowledge to identify causal features

Table 1: Results on Colored MNIST in
terms of accuracy (%).

Prediction Acc (%)

Methods In-distribution _OOD

ERM 85.7+0.5 10.3+0.2
Robust MIN MAX 84.3+0.4 10.9+0.5
F-IRM GAME 63.4+1.1 60.0+2.7
V-IRM GAME 64.0+1.0 49.243.4
IRM 59.3+4.4 62.8+9.6
Causalrep 70.1+15 68.6+5.5
CTrans 76.9+0.8 72.5+1.1
iCaRL® 70.6+08  68.8+15
CMBRL (ours) 76.4+0.8 74.1+15

of the target, including Causalrep [53], CTrans [34], and iCaRL [32]. CTrans, in
particular, considers latent confounding effects between spurious representation
and target and employs causal inference via intervention.

As shown in Table 1, our CMBRL method achieves optimal OOD perfor-
mance while minimally compromising in-distribution accuracy. In contrast, the
ERM method, which minimizes losses over the entire training domain, tends to

7 We verify our NF-iVAE implementation’s correctness by demonstrating similar iden-
tifiability performance to iCaRL in Figure 3
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capture spurious statistical correlations between labels and colors. Although it
achieves the highest in-distribution accuracy, there is a significant drop in pre-
diction accuracy on OOD data. Among the multiple domain-invariant causal
representation learning methods, including IRM, F-IRM GAME, and V-IRM
GAME, there are notable improvements. However, the limited number of avail-
able domains (only 2) may constrain the performance of the IRM methods. Con-
versely, causal representation learning methods operating under various Struc-
tural Causal Models (SCMs), including our CMBRL, demonstrate superior em-
pirical performance.

We further investigate the distinctions between the feature sets selected by
iCaRL and our CMBRL. Following the approach described in [32], we first learn
the causal graph between the estimated latent variables Z from NF-iVAE and
Y using the PC algorithm. We then select the parent set with additional in-
dependent tests. The selected parent set yields an OOD prediction accuracy of
69.8%, consistent with the reported results in Table 1. By applying a suitable
significance level a, we can select a CMB set that includes all the variables
present in the selected parent set. The OOD prediction accuracy using such
a CMB set increased to 74.1%. This finding supports our assumptions on the
proposed SCM and suggests the presence of variables not categorized as parent
variables of the target, which can further enhance OOD prediction performance.
Moreover, CTrans [34] and [22] assume there is an invariant latent confounder
between Y and Z,, leading to spurious correlations between Y and X. For ex-
ample, in an image with a water bird and sea background, the confounder could
include temperature and altitude, influencing the generation of the sea (spurious
variable Z,) and bird (Y'). Our proposed SCM does not explicitly model latent
confounders. Therefore, we cannot guarantee the generalization of our CMBRL
method to scenarios involving unobserved confounders between input X and
target Y. While addressing the latent confounding issue falls outside the scope
of this paper, it presents an intriguing avenue for future research. We sum-

Table 2: Empirical results on CelebA in terms of the OOD prediction accuracy (%).

MethodsHGroupDRO MLDG CORAL MMD DACNN Mixup‘ERM CTrans Causalrep iCaRL‘CMBRL(ours)
Avg Acc|| 65.1 65.6 66.7  66.2 68.7 69.5 [60.7 66.3 60.4 715 | 76.2

marize empirical results on average OOD prediction accuracy over 7 settings
for the CelebA dataset in Table 2. Detailed empirical results for each pair of
settings can be found in Appendix H. We compare the results of our CMBRL
with the ERM method and state-of-the-art causal and non-causal representation
learning methods. As illustrated in Table 2, our method demonstrates optimal
performance, surpassing the second-best baseline by an average margin of 4.7%
across all settings. This outcome indicates the efficacy of our CMBRL methods
in excluding spurious variables and avoiding reliance on spurious correlations for
prediction in computer vision applications.
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Table 3: Empirical results on VLCS and PACS datasets in terms of OOD prediction
accuracy (%) with a backbone of ResNet50.

Algorithms VLCS H PACS

C L S v Avg A C P S Avg
ERM 98.0+0.4 62.6+0.9 70.8 +1.9 77.5 +1.9 77.2||84.8+1.3 76.4+1.1 96.7+06 76.1+1.0 83.5
GroupDRO 98.1+ 03 66.4 +09 71.0 £ 0.3 76.1 + 1.4 77.9|/ 83.5+09 79.1+0.6 96.7+0.3 78.3+2.0 84.4
MLDG 98.5+03 61.7+12 73.6+1.8 75.0+08 77.2( 85.5+14 80.1+1.7 97.4+0.3 76.6+1.1 84.9
CORAL 96.9+ 09 65.7+1.2 73.3+0.7 78.7+08 78.7|/88.3+0.2 80.0+0.7 97.5+0.3 78.8+1.3 86.2
MMD 98.3+ 0.1 65.6+07 69.7+1.0 75.7+09 77.3|/86.1+14 79.4+0.9 96.6+0.2 76.5+0.7 84.6
RSC 97.5+06 63.1+12 73.0+£13 76.2+05 77.5|85.4+08 79.7+1.8 97.6+0.3 78.2+1.2 85.2
Mixup 98.4+ 03 63.4+07 72.9+08 76.1+12 77.7(86.1+0.7 78.9+0.8 97.6+0.1 75.8+1.8 84.6
DANN 98.5+1.3 64.9+13 72.6+14 78.7+17 78.2( 86.4+08 77.4+08 97.3+04 73.5+2.3 83.6
CDANN 97.6+ 06 65.2+08 73.4+14 76.9+05 78.3| 84.6+1.8 75.5+0.9 96.8+0.3 73.5+0.6 82.6
MTL 97.6+ 06 60.6+13 71.0+1.2 77.2+07 76.6| 87.5+08 77.1+0.7 96.4+0.8 77.3+1.8 84.6
ARM 97.2+ 05 62.7+1. 70.6+06 75.8+09 76.6||86.8+0.6 76.8+0.7 97.4+0.3 79.3+1.2 85.1
IRM 98.6+0.1 66.0 +0.9 72.3 +0.6 77.3 £0.9 78.5||84.7+0.4 80.0+0.6 97.2+0.3 79.3+1.0 85.5
SagNet 97.3+04 61.6+08 73.4+19 T77.6x04 77.5| 87.4+10 80.7+0.6 97.1+0.1 80.0+0.4 86.3
iCaRL - - - - 81.8 - - - - 88.7
CMBRL (ours)|98.7+02 71.2+0.1 77.1+04 82.1+01 82.3([89.2+0.7 85.3+1.2 97.7+0.5 84.1+0.6 89.1

We present the empirical results for PACS and VLCS regarding OOD pre-
diction accuracy in Table 3. These datasets serve as benchmarks for domain gen-
eralization tasks. For a comprehensive comparison, we evaluate not only against
causal-inspired methods but also against various other DG methods, including
GroupDRO [41], MLDG [25], CORAL [44], RSC [15], Mixup [54], SageNet [36],
and others. We adhere to the experimental settings outlined in [13]. We report
the OOD performance for each pair of train and test domains and the average
accuracy across all combinations. As depicted in Table 3, our CMBRL method
establishes state-of-the-art performance compared to popular alternatives in the
domain generalization landscape.

6 Conclusion

In this work, we investigate the Causal Markov Blanket discovery for high-
dimensional data. We establish a framework guided by an SCM describing the
data generation process, allowing for the Causal Markov Blanket discovery in
latent space. We then construct an invariant prediction mechanism utilizing the
CMB representations, which is suitable for OOD prediction. This framework
can be further employed for causal analysis, reasoning, and intervention. We
propose a three-phase algorithm to disentangle CMB features from spurious
ones, reducing the risk of the prediction model relying on spurious correlations.
It is worth noting that our method requires the satisfaction of assumptions on
SCM and the assurance of the identifiability of latent variables. It may also
suffer from inefficiencies due to the three training phases and optimization dur-
ing inference. However, our method demonstrates its effectiveness by achieving
significant OOD prediction performance, surpassing state-of-the-art causal rep-
resentation learning methods and domain generalization methods on multiple
benchmark distribution shift datasets.
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