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Fig. 1: Results and applications of our DreamDissector. Top left: DreamDis-
sector can generate multiple independent textured meshes with plausible interactions.
Top right: Facilitating text-guided texturing at the object level. Bottom left: En-
hancing convenient manual user geometry editing through simple operations. Bottom
right: Facilitating text-guided controllable object replacement.

Abstract. Text-to-3D generation has recently seen significant progress.
To enhance its practicality in real-world applications, it is crucial to gen-
erate multiple independent objects with interactions, similar to layer-
compositing in 2D image editing. However, existing text-to-3D methods
struggle with this task, as they are designed to generate either non-
independent objects or independent objects lacking spatially plausible
interactions. Addressing this, we propose DreamDissector, a text-to-3D
method capable of generating multiple independent objects with interac-
tions. DreamDissector accepts a multi-object text-to-3D NeRF as input
and produces independent textured meshes. To achieve this, we introduce
the Neural Category Field (NeCF) for disentangling the input NeRF. Ad-
ditionally, we present the Category Score Distillation Sampling (CSDS),
facilitated by a Deep Concept Mining (DCM) module, to tackle the con-
cept gap issue in diffusion models. By leveraging NeCF and CSDS, we
can effectively derive sub-NeRFs from the original scene. Further refine-
ment enhances geometry and texture. Our experimental results validate
the effectiveness of DreamDissector, providing users with novel means to
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control 3D synthesis at the object level and potentially opening avenues
for various creative applications in the future.
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1 Introduction

Creating high-quality 3D content is crucial for enhancing the visual experience
in movies, video games, and emerging augmented/virtual reality environments.
With the advent of deep learning, numerous techniques for generating 3D con-
tent have been proposed [13, 14, 29, 30, 38, 61, 66, 70]. Despite this, the pace of
progress in 3D content generation has been relatively slow compared to that of
2D image generation. Recently, text-to-image (T2I) generation has seen remark-
able progress [44, 47, 48], propelled by advances in diffusion models [15, 55] and
large-scale training data [49,50]. Observing the success of T2I models, researchers
have begun adapting the knowledge from T2I models for 3D generation. Poole et
al . [41] introduced a method known as Score Distillation Sampling (SDS), which
optimizes a Neural Radiance Field (NeRF) using the T2I diffusion model for
guidance, attracting significant interest in the 3D generation domain.

Among these advancements, there has been research focused on enhancing
the practicality of 2D content creation in real-world applications, such as lay-
ered image generation [3, 68]. Inspired by this, the concept of “layered” objects
capable of interacting in a 3D space is an emerging area of interest for practical
applications. Consider the task of building a 3D model where an astronaut is
riding a kangaroo, as shown in Figure 1. The ability to individually manipulate
each element, such as reorienting the kangaroo or modifying the kangaroo’s tex-
ture without impacting the astronaut’s model, offers significant convenience and
flexibility, thereby greatly enhancing the creative workflow for human artists. To
facilitate such precise editing, the objects should be independently represented,
meaning they should have separate surface meshes at the object level.

However, existing text-to-3D methods struggle to fulfill such a complex task
as they are designed to generate either non-independent objects or an assembly of
independent objects that lack spatially plausible interactions. CompoNeRF [26]
and Comp3D [40] utilize a set of 3D bounding boxes as input conditions for
score distillation sampling to generate multiple independent and composable
NeRFs. Although the generated local NeRFs can be composed into a global scene,
the requirement for 3D input bounding boxes limits the objects to having only
simple interactions, e.g ., a bed positioned next to a nightstand. Consequently,
these methods struggle to generate objects with complex interactions, e.g ., an
astronaut riding a kangaroo.

To this end, we propose DreamDissector, a text-to-3D method that generates
multiple independent objects with interactions. DreamDissector begins with a
text-to-3D NeRF containing multiple interacting objects and produces several in-
dependent textured meshes, maintaining the interactions and overall appearance
while improving geometries and textures. This process comprises two phases: dis-
entanglement and refinement. Specifically, we introduce a novel Neural Category
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Field (NeCF) representation that learns a probability distribution for each point
in space across all categories. This allows the original density field to be decom-
posed according to the distribution, enabling the input NeRF to be disentangled
into multiple independent sub-NeRFs for each category. For training the disen-
tanglement phase, we introduce a Category Score Distillation Sampling (CSDS)
loss, which consists of a set of SDS losses for the subjects depicted in the in-
put NeRF. However, we observed that the CSDS with vanilla diffusion model is
inadequate for addressing concept gaps — discrepancies where the object gen-
erated from the complete text prompt and the category-specific text prompt
occupy different areas in the T2I diffusion model’s latent space. This leads to
mismatched disentanglement, as shown in Figure 3 left. To overcome these con-
cept gaps, we leverage a technique called Deep Concept Mining (DCM), which
personalizes the diffusion model by learning the profound concept portrayed
by the input NeRF. This personalized diffusion model significantly enhances the
disentanglement phase. Following disentanglement, we transform the sub-NeRFs
into DMTets [52] for further refinement, which not only corrects certain artifacts,
resulting in improved geometry and texture, but also enables the export of mul-
tiple independent surface meshes. Finally, we demonstrate the practicality of
DreamDissector through a set of controllable editing applications.

To summarize, our contributions are as follows:

– To the best of our knowledge, we are the first to address the problem of
disentangling text-to-3D NeRFs.

– To address the problem, we introduce a novel framework named DreamDis-
sector, including a novel Neural Category Field (NeCF) representation that
can disentangle an input NeRF into indepedent sub-NeRFs, a Deep Concept
Mining (DCM) technique to facilitate the alignment between sub-NeRFs and
concepts through personalizing a diffusion model, and a Category Score Dis-
tillation Sampling (CSDS) loss that harnesses DCM to enhance the NeCF
learning.

– Experimental results demonstrate the effectiveness of DreamDissector, and
additional controllable editing applications illustrate its practicality in real
scenarios.

2 Related Works

3D Generative models. Notable advancements have been witnessed in 3D
generative models in recent years. Among those advancements, various repre-
sentations have been explored, including point clouds [1, 36, 38, 63, 66, 70], 3D
voxels [14, 29, 54, 60], meshes [13, 69], and implicit representations [8, 32]. How-
ever, a substantial performance gap exists between these 3D generative models
and their 2D counterparts, primarily attributable to the lack of 3D training data.
Despite several endeavors to develop 3D-aware generative models from 2D image
collections, generating high-fidelity assets with 3D consistency and scalability is
still challenging.
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Text-to-3D Generation. On the other hand, T2I generation thrives on the
huge amount of 2D image data. Therefore, researchers intuitively tried to make
use of powerful T2I models for later 3D generations. One of the representative
methods is to use the CLIP model [42], which can match input texts and ren-
dered images better than any mechanisms before. Some early text-to-3D work
directly employed CLIP to supervise 3D features during generation, such as
CLIP-Mesh [22] and Text2Mesh [34] focusing on mesh, and so on [16, 21, 24].
Similar to CLIP, the Diffusion model [44, 47, 58] caught researchers’ attention
for its promising performance in T2I. Pooleet al . [41] proposed a novel method
of Score Distillation Sampling (SDS) to optimize 3D models from their multiple
views generated by a 2D diffusion model. Concurrently, Wang et al . [56] pro-
posed a score jacobian chaining method to accomplish similar tasks. However,
these methods still suffer from multi-view inconsistency problems. To improve
the 3D synthesis performance, follow-up research can be roughly classified into
several categories — pursuing more effective expressions of SDS [17,19,33,43,59],
applying two-stage coarse-to-fine optimization [7, 25], introducing more 3D pri-
ors or constructing 3D datasets [27, 28, 31, 51, 53, 65], and utilizing the power of
more models such as CLIP [57,62] and LLMs [18,64].
Multi-object 3D Generation. For multi-object text-to-3D generation, most
methods model the objects in a scene collectively, as seen in Text2NeRF [67],
Text2Room [20], and SceneScape [11]. Compared to earlier methods, these can
create more photorealistic scenes with intricate geometry and textures. Although
this reduces complexity in the design of modeling algorithms, treating multiple
objects as a single undivided scene limits the ability to edit each object indi-
vidually. Some recent work [26, 40] has attempted to simultaneously generate
multiple composable 3D objects. However, these methods require additional 3D
bounding boxes as input to specify the objects’ positions within a scene, which
increases the user’s workload. There are also some concurrent works addressing
the similar problem [10,12,71].

3 Preliminary

Neural Radiance Field (NeRF) [35] is a representation proposed to synthesize
the novel views of a 3D scene. NeRF employs a multi-layer perception (MLP) to
directly model the density σ and the color c at each point in a 3D space. Given
a camera ray r(t) = o + td defined by origin o and the view direction d, the
input points are sampled along the ray at different depth t, and the colors ci
and densities σi are obtained by the MLP. Then, volume rendering is used to
compute the final color of the pixels:

C(r) =

N∑
i=1

αi(1− exp(−σiδi))ci (1)

where αi = exp(−
∑i−1

j=1 σjδj) denotes the transmittance probability at i, and δi
denotes the distance between consecutive samples.
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Fig. 2: Method overview. We generate multiple independent interactive 3D objects
in a coarse-to-fine manner. Initially, we render a view of the input text-to-3D NeRF
for Deep Concept Mining (DCM), obtaining both the T2I diffusion model and the
corresponding text embedding. We then use the mined embedding and the T2I diffu-
sion model to train the neural category field (NeCF) using category score distillation
sampling (CSDS). After disentangling the input NeRF, we convert the sub-NeRFs into
DMTets and fine-tune these for further refinement. Finally, we export independent sur-
face meshes with improved geometries and textures.

Score Distillation Sampling (SDS) is the key to the success of DreamFu-
sion [41], which aims to distill the knowledge from a pre-trained text-to-image
diffusion-based generative model [47, 48] to achieve text-to-3D generation. The
diffusion model consists of a denoising function ϵϕ(xt, y, t) [15] that predicts the
sampled noise ϵ given the noisy image xt, the time step t, and text prompt em-
bedding y. By feeding a set of rendered images of the NeRF parameterized by θ
to the frozen denoising function ϵϕ(xt, y, t), the NeRF is optimized towards the
direction where the rendered images closer to the high probability density regions
conditioned on the text embedding under the 2D diffusion prior. Specifically, the
gradients of SDS are estimated as follows,

∇θLSDS(ϕ, θ) = Et,ϵ

[
w(t) (ϵϕ(xt; y, t)− ϵ)

∂x

∂θ

]
, (2)

where w(t) is the weighting function controlling the strength of the SDS guid-
ance.

4 Methodology

4.1 Overview

DreamDissector begins with a text-to-3D Neural Radiance Field (NeRF).
Its objective is to disentangle the generated 3D NeRF into separate 3D assets
according to the object categories that the NeRF contains. To achieve this,
we introduce a 3D representation called the Neural Category Field (NeCF).
This is designed to disentangle the target NeRF into multiple sub-NeRFs while
maintaining the original appearance of each object. The NeCF is supervised
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by our newly introduced Category Score Distillation Sampling (CSDS), an ap-
proach that involves a series of Score Distillation Samplings (SDS) conditioned on
category-specific text prompts for the sub-NeRFs. Subsequently, the sub-NeRFs
are transformed into DMTets [52] for final geometry and texture refinement.
Since DMTets can be readily converted into surface meshes, DreamDissector
ultimately produces independent surface meshes for each object with the preser-
vation of the actions and interactions, thereby facilitating editing by human
artists. An outline of our DreamDissector framework is illustrated in Figure 2.

4.2 Neural Category Field

To render each categorical object in the target NeRF, a straightforward so-
lution is to introduce a sub-NeRF for each object, e.g ., a density field and a
color field, respectively. Subsequently, each object can be rendered using its den-
sity and color field. The entire NeRF can then be rendered by composing these
density and color fields according to the principles of volume rendering [9, 39]:

σ =

K∑
k=1

σk, c =
1

σ

K∑
k=1

σkck, (3)

where K denotes the number of categories. However, this approach requires
training additional networks for density and color fields and needs a constraint
loss to maintain the appearance consistency of the entire NeRF.

To this end, we propose an alternate formulation for rendering each cate-
gory object by de-composing the density field with a probability distribution,
namely the category field. Specifically, the above density composition can be
reformulated as follows,

σ =

K∑
k=1

σk

σ
σ,

σk

σ
∈ [0, 1] (4)

Note that a small number can be added to the density to avoid division by zero.
Consequently, the σk

σ can be regarded as a probability simplex [4] as it sums to
one, and its elements are non-negative. Inspired by this, we leverage an MLP
with the softmax function to model the probability simplex σk

σ directly. Let pk
i

represents the probability of the i-th point in the 3D space belongs to the k-th
category:

pk
i =

exp(fk/T )∑K
k exp(fk/T )

, pk
i ∈ [0, 1] (5)

where T denotes the temperature, which controls the sharpness of the probability
distribution, f ∈ RK is the output of the category field network. With the
category field, the color of the k-th category object can be rendered as follows,

C(r)k =

N∑
i=1

αk
i (1− exp(−pk

i σiδi))ci, αk
i = exp(−

i−1∑
j=1

pk
i σjδj). (6)
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Fig. 3: Left: Concept discrepancy in diffusion models. The text prompt is “A
chimpanzee looking through a telescope”. Right: Overview of Deep Concept Min-
ing (DCM). We finetune the text embedding and the T2I diffusion model with the
masked diffusion loss (Eq. 8).

It can be observed that the density σ for each point is scaled by the category
field pk. In other words, we can interpret pkσ as the density of the sub-NeRF
for the k-th category object, e.g .,

∑
k p

k
i = 1 and

∑
k(p

k
i σ) = σ. Furthermore,

the color field can be reused and frozen during training, simplifying the training
process.

Notably, the design of the NeCF has the following merits: (1) We only need to
train an additional category field network, which is more efficient than training
additional density and color fields networks. (2) As the original density and color
field networks are frozen during training, the re-composition of the sub-NeRFs
exactly equals the original NeRF, preserving its original appearance.

4.3 Category Score Distillation Sampling

A naive approach. To train the NeCF, one naive approach is to employ multi-
ple SDS losses to supervise the category field for each category. Specifically, for
the object of the k-th category, the gradients of its SDS loss can be formulated
as,

∇θLSDS(ϕ, θ)k = Et,ϵ

[
w(t) (ϵϕ(xt; yk, t)− ϵ)

∂x

∂θ

]
, (7)

where yk denotes the text embedding for the k-th category. For example, given
a NeRF generated by the prompt: “a [v1] sitting on a [v2].”, the text prompts
for the category objects would be “a [v1]” and “a [v2]”. This can be easily ac-
complished by human users or by modern LLMs. It is important to note that
we do not require SDS for the entire text prompts for training NeCF, and all
networks, except for the category field networks, are frozen.
Concept Discrepancy in Diffusion Model. Although the naive approach
can handle some simple cases, it fails to disentangle scenes with concept gaps
from the text descriptions. The concept gap refers to the discrepancy where the
object generated by the complete text prompt and by the category text prompt
occupy different areas in the 2D diffusion model’s latent space. For instance, the
text prompt “a chimpanzee looking through a telescope.” would generate a scene
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depicting a chimpanzee using a handheld telescope, as shown in Figure 3 left (a).
In contrast, the category text prompt “a telescope” is more likely to generate a
tripod-mounted telescope, since the tripod-mounted telescope is situated in the
dominant feature space of the prompt “a telescope” while the handheld telescope
occupies a marginal feature space. As a result, the learned NeCF will produce a
tripod-mounted telescope with the tripod being hidden inside the chimpanzee’s
body, as illustrated by Figure 3 left (c).
Deep Concept Mining. To address this issue, we propose mining the con-
cepts in the text prompt and aligning them with ones depicted in NeRF for
disentanglement, as illustrated in Figure 3 right. To this end, a T2I diffusion
model is personalized to denoise a given view rendered by the NeRF into an
image depicting one (or several) independent object(s), under the condition of
one (or several) specific concept(s). Specifically, we first create a set of prompts
where each contains one or several concepts. For each concept or concept com-
bination, we generate the corresponding segmentation mask for a rendered view
of the NeRF, through a text-based open-vocabulary segmentation model, e.g .
Grounded-SAM [45]. Then we utilize the prompt-mask pairs to optimize the
text embedding and the diffusion backbone with a concept mining loss with
mask attention [2]:

Lmine(ϕ, yk) = Et,ϵ

[
||ϵϕ(xt; yk, t)⊙Mk − ϵ⊙Mk||22

]
, (8)

where Mk denotes the mask of the k-th category. The DCM module is frozen
after optimization to provide better alignment between the independent textual
concepts and the sub-NeRFs for better NeCF training with the CSDS loss. The
frozen DCM is also used to train the DMTet refinement module as illustrated in
Figure 2.
Final Refinement. After training NeCF, we convert the sub-NeRFs into DMTets
using the isosurface extraction technique [25], and fine-tune these DMTets with
text embeddings and the model from DCM. The rationale is that further re-
finement can fix the artifacts produced by disentanglement, and DMTets can be
easily converted into surface meshes. However, DCM tends to overfit the mined
concept in the original NeRF, resulting in over-saturated and unrealistic col-
ors [2, 41]. To address this, we employ the original stable diffusion to fine-tune
the colors of the DMTets through additional steps, enhancing their realism. Fi-
nally, the DMTets are transformed into textured meshes.

4.4 Overall Pipeline

Therefore, the overall pipeline comprises the following steps:

– Generate a mask for each category in the prompt from a rendered view and
use them to optimize the DCM module.

– Freeze the DCM, and train the NeCF network using the CSDS loss for de-
compose a NeRF into sub-NeRFs of independent objects.

– Convert the sub-NeRFs into DMTets and fine-tune them with the optimized
DCM module, then fine-tune the colors of the DMTets using the original
stable diffusion to produce the final output.



DreamDissector 9

Fig. 4: Qualitative Results. The text prompts used to generate the NeRF are avail-
able in the supplementary file.

5 Experiments

5.1 Implementation Details

Category field. Our method is implemented based on the publicly available
repository threestudio4. We use instant-NGP [37] as the NeRF representation,
which includes a multi-resolution hash grid and two MLPs for the density and
color networks. Similarly, we employ a random initialized hash grid and an MLP
for the category field, using the same configuration as the density and color
networks. The output dimension of the category field MLP is set to the number of
categories in the original NeRF, and the temperature T is set to 0.05 to make the
category field approximate a one-hot encoding. The training of the category field
follows the Dreamfusion approach, except that the color and density networks

4 https://github.com/threestudio-project/threestudio
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Fig. 5: Comparison with two baselines. We show the independent objects for
ease of comparison. The composed objects and more comparisons are available in the
supplementary file.

are frozen. The training lasts for 1,000 steps with a batch size of 1, taking
approximately 3 minutes.
Deep concept mining. For DCM, we have adopted Stable Diffusion 2.1 as
the backbone. Inspired by [2], we adopt a two-stage training strategy for deep
concept mining to stabilize the training: fine-tuning the text embedding in the
first stage and fine-tuning both the text embedding and the backbone in the
second stage. We use a learning rate of 5×10−4 for the first stage and a learning
rate of 2×10−6 for the second stage. The first stage is trained for 400 steps, and
the second stage for 100 steps. Notably, the training of DCM takes approximately
6 minutes on an NVIDIA A100, which is time-efficient compared with most text-
to-3D methods that require several hours of training on a single GPU, including
Dreamfusion [41], Magic3D [25], ProlificDreamer [59], and MVDream [53].
Final refinement. We adopt the same technique used in Magic3D [25] to con-
vert the sub-NeRFs into DMTets. Similarly, we train the DMTets with a batch
size of 8 for 5,000 steps. Subsequently, we fix the DMTet geometry and fine-tune
the color for 1,000 steps using the original Stable Diffusion. Note that the color
fine-tuning is optional as the color is already decent for most cases. During color
fine-tuning, we use “unrealistic, low quality, shadow” as the negative prompt to
improve quality. Finally, we export the DMTets as textured meshes.

5.2 Results

Main results. The qualitative results are shown in Figure 4. For each case,
two views of each object are sampled, and the corresponding text prompts are
available in the supplementary file. It can be observed that DreamDissector can
effectively disentangle input scenes featuring various complex interactions, such
as riding. Notably, DreamDissector can handle cases with large and complex
contact surfaces, as demonstrated in the “an octopus playing the piano” case,
where the octopus’s tentacles are disentangled from the piano. Additionally,
the final meshes exhibit more realistic and higher-quality textures compared to
those in the input NeRF. This improvement is attributed to the final refinement,
further demonstrating DreamDissector’s practicality.
Comparison. We compare DreamDissector with two baselines: negative prompt-
ing and a composition baseline. Negative prompting involves taking the entire
text prompt as the positive prompt and identifying the exclusive object as the
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Fig. 6: Using different strategies to disentangle the NeRF. Our DCM CSDS
successfully disentangles the sub-NeRFs, whereas SA3D [5] and the vanilla CSDS fail
in some cases. Note that the outliers can be easily removed by thresholding in the
isosurface extraction.

Table 1: CLIP Score comparisons.

Method CLIP-B-16 CLIP-B-32 CLIP-L-14

Negative Prompting 0.299 0.296 0.247
Composition 0.281 0.278 0.234

Ours 0.316 0.311 0.270

negative prompt. For example, in the prompt “a [v1] sitting on [v2]”, the pos-
itive prompt for both objects is the entire prompt, while the negative prompt
for object [v1] is “[v2]”, and vice versa. Since the most relevant works, CompoN-
eRF [26] and Comp3D [40], are not open-source, we implemented a composition
baseline with a similar idea: training the objects separately and then compos-
ing them with further fine-tuning. We compare our method with these baselines
both qualitatively and quantitatively. As Figure 5 demonstrates, DreamDissec-
tor significantly outperforms the baseline methods. Additionally, we evaluate
DreamDissector and the baseline methods using the CLIP Score metric, which
measures cosine similarity between the embeddings of the text and image. We
conduct this evaluation on both independent and composed objects and com-
pute the average score. As Table 1 shows, our method significantly outperforms
the baselines.

5.3 Analysis

DCM for disentanglement. To evaluate the effectiveness of deep concept min-
ing (DCM) in disentangling NeRF, we conducted a comparative analysis with
two baselines: (1) the vanilla Category Score Distillation Sampling (CSDS) with-
out DCM, and (2) Segment Anything [23] in 3D with NeRFs (SA3D) [5]. Unlike
the fully unsupervised vanilla CSDS, both our DCM approach and SA3D require
an input mask for a single view. As Figure 6 shows, the vanilla CSDS struggles
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Fig. 7: Illustration of DCM refinement. (a) Disentangled NeRF with artifacts, (b)
sampled image of original stable diffusion (SD), (c) sampled image of DCM SD, (d)
undesired results from fine-tuning on original SD, and (e) artifacts fixed by DCM SD.

Fig. 8: Ablation study of DCM. We show the sampled images of DCM fine-tuned
model. (a) The input rendered image, (b) DCM, (c) without the masked attention loss,
(d) without the first stage training, and (e) without the second stage training.

to disentangle NeRF for scenarios with significant concept discrepancies, such
as “a blue poison-dart frog sitting on a water lily,” where the original scene pri-
marily depicts water lily leaves. While SA3D manages to disentangle scenarios
involving concept discrepancies, such as the frog, it falls short in more complex
cases with extensive occlusions, exemplified by the beagle and octopus cases. In
contrast, DCM demonstrates superior performance, successfully disentangling
scenarios involving concept discrepancies and significant occlusions.
DCM for refinement. DCM is utilized not only for NeRF disentanglement
but also for refining DMTets. We conducted an analysis on the effectiveness of
DCM in this refinement. The results are presented in Figure 7. From (a), it
can be observed that artifacts remain after disentanglement. Due to the original
NeRF’s invisible contact surface, a “black hole” appears post-disentanglement.
However, using original stable diffusion for DMTet refinement doesn’t resolve
this, as illustrated in (d). This is because the prompt “a stack of pancakes”
typically generates images with fruits on the pancakes, as these are prevalent in
the high-density regions of stable diffusion, evidenced in (b). Consequently, the
fine-tuned DMTet produces fruit from the black hole artifact region. In contrast,
DCM stable diffusion closely matches the input pancake, as shown in the first
row, effectively fixing the artifacts during DMTet refinement, as seen in (e). This
further demonstrates DCM’s superiority.
Ablation study on DCM. We perform an ablation study on each component
of DCM, including two-stage training and the masked attention loss. Specifically,
we sample the images of the mined concept of “baby bunny” from the text prompt
“a baby bunny sitting on a stack of pancakes”, using the fine-tuned models. Ide-
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Fig. 9: Illustration of the application of text-guided texture editing.

ally, the sampled image should not contain any concepts similar to pancakes. As
Figure 8 shows, DCM successfully extracts the concept of “baby bunny”, whereas
other training strategies fail to separate this concept from others, such as items
resembling the pancakes upon which it is sitting. This demonstrates DCM’s
ability to mine independent concepts.

5.4 Applications

Controllable texture editing. Although text-guided texturing has achieved
notable progress [6,46], generating textures for complex scenes with multiple ob-
jects remains challenging. We evaluated TEXTure [46] in three different cases,
as depicted in Figure 9. For the baseline, We treated the multi-object mesh as a
single entity and applied TEXTure. For our approach, we applied TEXTure to
each object’s mesh individually and then combined them. We observed that the
textures generated by the baseline approach poorly matched the input prompts
and were of low quality. Notably, textures for independent objects were influ-
enced by other objects in the scene, e.g ., part of the rat exhibited a red color. In
contrast, DreamDissector significantly enhances TEXTure’s performance, pro-
ducing visually appealing and accurate textures.
Controllable object replacement. In addition to controllable texture edit-
ing, DreamDissector also has the capability to replace individual objects without
affecting other objects in the scene. To achieve this, the target DMTet is fine-
tuned while the remaining DMTets are kept fixed. However, deforming a DMTet
into a completely different topology object is challenging using SDS-based su-
pervision [25]. Inspired by [7], we initially feed the normals of the DMTet to
stable diffusion for several steps, effectively deforming the DMTet. We also em-
pirically observe that fine-tuning the target DMTet only will induce severe mesh
interpenetration. To address this, we introduce an interpenetration loss,

Linterpenetration =
∑
i

max(ϵ− (vi − v′
i) · n′

i, 0), (9)

where vi represents the i-th vertex of the target DMTet, v′
i and n′

i are the vertex
and vertex normal of the nearest neighbor of vi in other DMTets, respectively,
and ϵ is a small tolerance hyper-parameter for interpenetration. The results,
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Fig. 10: Illustration of the application of text-guided object replacement.

Fig. 11: Illustration of the application of geometry editing.

shown in Figure 10, demonstrate that DreamDissector can achieve controllable
concept replacement.
Geometric editing by users. To further verify how DreamDissector can facil-
itate user workflows, we allowed a user to edit objects individually. As demon-
strated in Figure 11, an object can be easily modified by simple operations such
as scaling, translation, and dragging, thereby highlighting DreamDissector’s ef-
fectiveness in enhancing human editing capabilities in practical applications.

6 Conclusion

We propose DreamDissector, a novel framework designed to generate multi-
ple, independently interacting objects guided by text. DreamDissector takes a
multi-object text-to-3D Neural Radiance Field (NeRF) as input and produces
several textured meshes. We introduce the Neural Category Field (NeCF), a rep-
resentation capable of disentangling the input NeRF into multiple sub-NeRFs. To
train NeCF, we present the Category Score Distillation Sampling (CSDS) loss.
Moreover, we have observed a concept discrepancy issue in 2D diffusion models,
which can degrade disentanglement performance. To address this, we introduce
Deep Concept Mining (DCM) to fine-tune the text embeddings and the 2D diffu-
sion model, effectively deriving sub-NeRFs. Additionally, we propose a two-stage
refinement process to further refine the geometry and texture, thereby enhancing
realism. Experimental results and further applications showcase the effectiveness
and practicality of DreamDissector in real-world scenarios.
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