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1 Additional experiments

Qualitative results. Please refer to the accompanying video for the qualitative
comparison. In the video demonstration, we stitch each generated video snippets
together to form a long video, which may lead to unnatural transitions between
each snippet. We make the following observations. (1) Compared with DisCo [13],
LDM3D [12], and MM-Diffusion [10], our generated videos and depth sequences
exhibit more natural and smoother transitions, demonstrating the effectiveness
of our method. A notable observation on the NTU120 dataset [6,11] is LDM3D’s
limitation in generating diverse frames after fine-tuning the autoencoder, often
resulting in repetitive “stuck” video sequences. This issue may stem from the
subtle motions and predominant static content in NTU120 videos, suggesting that
fine-tuning the autoencoder might necessitate a larger and more varied training
dataset. (2) Our IDOL is able to composite different foreground and background,
while simultaneously generating video and depth. This feature distinguishes it
from concurrent methods [2, 4, 14], offering a unique capability in the area of
video-depth synthesis. (3) Our method is able to generalize to different pose
conditions, such as OpenPose [1] and DWPose [15].
Cross-attention map consistency. To enhance video-depth alignment in IDOL,
we propose a cross-attention map consistency loss Lxattn. This loss function
encourages alignment of the video and depth cross-attention maps. We also
explore alternate ways to align the cross-attention maps. One straightforward
approach is to use a shared cross-attention map for both branches. We test
two variations: replacing individual cross-attention maps with their average,
and using the video stream’s cross-attention map as a substitute for both. Our
results in Tab. 1 reveal that sharing a cross-attention map significantly reduces
performance, particularly impacting depth L2 accuracy (as seen in rows 2 and
3). These findings highlight the need for each stream to maintain diverse cross-
attention maps to produce high-quality outputs. Our implementation of Lxattn
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Setting Video Depth Image
FID-FVD↓ FVD↓ L2↓ FID↓

- 19.28 260.65 0.0360 39.01
Share cross-attention map (avg) 20.82 297.76 0.0706 49.66
Share cross-attention map (video) 20.00 253.73 0.0718 44.58
Apply Lxattn 19.99 244.58 0.0351 37.89

Table 1: Ablation study on the cross-attention map operations on the TikTok dataset [5]
with HDNet depth [5].

effectively balances the need for consistency with the preservation of each map’s
unique characteristics, ultimately contributing to superior overall performance.

2 Implementation details

Our code is developed based on diffusers [8]. We follow DisCo [13] to use Stable
Diffusion v1.4 [9] as the backbone. For HAOP pre-training, we follow DisCo [13]
to freeze the ResBlocks and train the model for 25k steps, with input image size
256× 256 and learning rate 1e−3. For fine-tuning, we adopt a two-stage approach.
In the first stage, the temporal layers are removed, and the framework is trained
on joint image-depth denoising. In the second stage, the whole framework with
temporal modules is trained for the joint video-depth denoising. Both the first
and the second stages are trained for 15k steps with a learning rate of 1e−4. For
the second stage, the model is trained on 8-frame sequences. Both the pre-training
and fine-tuning are conducted on 32 V100 GPUs. The weight hyper-parameters
are set via a grid search: wmo = wxattn = 0.01. We set the temperature term τ in
the motion field computation to 1/

√
Dn, where Dn is the number of channels in

the n-th layer.
Comparison methods. We use DisCo [13], a recent diffusion-based human
dance video generation method, as a strong human-centric video generation
baseline. As a pioneering method directly tailed for human-centric joint video-
depth generation, we compare our IDOL with the closest multi-modal generation
counterparts. We choose MM-Diffusion [10], initially designed for text-to-video-
audio synthesis, and LDM3D [12], aimed at text-to-image-depth generation.
To facilitate a fair comparison, we align their backbones to the same video
LDM baseline, adapting them for the human-centric video-depth task. For MM-
Diffusion [10], we replace the audio U-Net with a duplicate of the video U-Net
(without sharing parameters, unlike in our IDOL) and retain the rest of the
structure unchanged. In the case of LDM3D [12], we inflate the 2D U-Net to
a 3D U-Net to accommodate video generation. Both adapted methods employ
ControlNet [16] for human pose control and process background and foreground
inputs similarly to IDOL, ensuring consistency in our comparative evaluation.
Generalization to different designs. In our main manuscript, we evaluated
the generalization ability of our IDOL to different designs, including DWPose [15],
AnimateDiff [3], and T2I-Adapter [7]. For the adaptation of AnimateDiff [3],
we remove the original temporal convolutional and attention layers in the 3D
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U-Net, and insert the AnimateDiff [3] pre-trained motion modules. For the
T2I-Adapter [7], we replace the original pose ControlNet with a pre-trained
OpenPose T2I-Adapter. Note that the video and depth streams share the same
pose T2I-Adapter, similar to the pose ControlNet.

3 Negative societal impact

Our model raises ethical concerns, including the potential for creating deepfake
videos, producing biased outputs, and threatening intellectual property rights. To
mitigate these risks, we can incorporate invisible watermarks to ensure content
authenticity.
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