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A Limitations

Although our method can generate a high-fidelity textured mesh in 10 seconds,
there are still some limitations. As also a limitation in ImageDream [12], if the
input image has a large elevation or different FoV, the results are sometimes not
satisfactory. Also, it is very hard to ensure that the multi-view diffusion model
always generates fully consistent results, and inconsistent images may make the
3D results degrade. What’s more, the Flexicubes grid size is only 80 owing to
the limited computing resource, which cannot represent very detailed geometry.

Additionally, since we use rendered images surrounding the objects to train
the model (similar to previous works like LRM), it is hard to reconstruct sur-
faces inside the objects. One possible solution is to directly regress on the
sdf/occupancy values of the 3D meshes, which may provide supervision inside
the objects. We leave this as future work.

B Why do we use CCM as geometry representation?

In this work, we utilize the Canonical Coordinate Map (CCM) for geometric
representation. Given that the pose is fixed to six orthographic views, each CCM
has only one valid channel, while the other two channels maintain a constant
value. This indicates that the CCM can equivalently be transformed into a depth
map. We actually don’t need the object to be canonically oriented. The choice of
CCM over the depth map is motivated by its ability to represent identical parts
of an object in the same color, which we hypothesize may aid the multi-view
diffusion model in learning correspondences between object parts.

We do not assume canonical orientation for objects in the training set. During
the training of the multi-view image diffusion model, we randomly select one of
the six orthographic images as the input and use the diffusion model to predict
the remaining five images. This approach enhances the model’s generalization
ability regarding the input pose.

⋆ The Corresponding author.
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C Additional Experiments

C.1 Additional Ablation Study

Flexicubes v.s. DMTet We conduct an ablation study on the use of ge-
ometry representation of our CRM. We compare between Flexicubes [11] and
DMTet [10], two gradient-based mesh optimization methods. We trained a recon-
struction model using DMTet geometry, with results shown in Fig. 12. Overall,
both Flexicubes and DMTet are capable of reconstructing good geometry. How-
ever, the surface reconstructed with DMTet exhibits some non-smooth artifacts.
Therefore, we finally selected Flexicubes for our geometry representation.

(c) Ground Truth(a) DMTet (b) Flexicubes (adopted)

Fig. 12: Ablation study on different choices of geometry representation for CRM (zoom
in for better details).

C.2 Failure Cases

In Fig. 13, we present some failure cases of the textured meshes generated by
our method. As observed in the figure, our results occasionally exhibit a darker
back view, which we suspect may result from the lighting conditions in the train-
ing dataset. Additionally, when the input image features a large elevation, the
outcomes are sometimes unsatisfactory, which also reflects a limitation inher-
ited from ImageDream [12]. Also, sometimes the generated meshes exhibit slight
non-smooth geometry, which may result from the inconsistency in the multi-view
images.

C.3 Results of Multi-view Diffusion Models

Here we provide additional results for the multi-view image diffusion models
along with the results of CCM diffusion in Fig. 15. We demonstrate the diversity
of multi-view image diffusion model in Fig. 16.

C.4 User Study

We conduct a user study to demonstrate the effectiveness of CRM in a subjec-
tive perspective. We evaluate on 115 diverse input images, including 34 real-
captured photos of daily-life object taken by us, 20 real-captured photos from
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Fig. 13: Failure cases of our method include instances where the generated mesh dis-
plays a darker back view, possibly due to the lighting conditions in the training dataset.
Additionally, results may exhibit distortion when the input image is at a large eleva-
tion.

Table 5: Results of user study. The percentage of user preference (↑) is reported in
the table. We report the results on all 115 diverse images, 34 real-captured photos take
by us and 20 real-captured images from MVImgNet, respectively.

Name All Captured MVImgNet

Prefer OpenLRM 40.5 38.2 39.2
Prefer CRM (ours) 59.5 61.8 60.8

MVImgNet [14], 20 from GSO [1] scanned objects, 10 from OmniObject3D [13]
scanned objects and 31 images of daily objects from the web. We compare with
the most competitive baseline, OpenLRM [5]. We hire 55 volunteers from a
crowd-source platform to compare the generated meshes based on texture and
geometry quality, yielding 6325 pairwise comparisons. In Table 5, our method
outperforms baseline, which demonstrate that our method is effective in a sub-
jective perspective and is robust on diverse input images.

C.5 More Generation Results

We provide more results on real-captured photos in Fig. 14 to show the effec-
tiveness of our method for real-world input images.

D Open-sourced Assets

Here, we list the URL and citations of open-sourced assets that we use in our
work in Table 6.
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Fig. 14: More results of CRM on real-captured photos.

Table 6: URL and citations of open-sourced assets that we use in our work.
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Fig. 15: More results from our multi-view image diffusion model along with the CCM
diffusion model. Given an input image, the multi-view image diffusion model generates
the other 5 images and CCM diffusion model generates the 6 CCMs. Our model can
generalize to different types of input images.
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Fig. 16: Diversity of our multi-view image diffusion model.
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