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Supplementary Material for Open Vocabulary

Multi-Label Video Classification

Overview

This supplementary material is organized into the following sections:

– Section A Comparison of our results with Supervised State of the Art
– Section B Comparison of our results with Single Label Open Vocabulary

Baselines
– Section C Comparison of our results with a Multi-Modal LLM
– Section D: Evaluation of our approach on Single Label Classification tasks
– Section E: Evaluation of our approach on EgoCentric tasks
– Section F: Additional Ablations for Label Encoder
– Section G: Additional Ablations for Temporal Encoder
– Section H: Inference and training costs of our approach
– Section I: Further details about the Synthetic Label Pipeline
– Section J: Further details about all the Baselines reported
– Section K: Implementation details
– Section L: Qualitative Results

A Comparison with Supervised SOTA

In order to provide some additional context for our results, we also evaluate some
existing state of the art baselines on our downstream datasets.

The best ActivityNet trained model with public weights is ASM-Loc (He et
al. [11], CVPR 2022). Our open vocabulary classifier comes within 10% Peak
F1-Score of this supervised model despite not being trained on any ActivityNet
data. We also provide results finetuning ViFi CLIP on downstream datasets,
which diminishes open vocabulary generalization capabilities. Our single model
is competitive across both datasets.

Table 5: Comparing with Supervised Results (Peak F1-Score)

Method TAO ActivityNet Geometric Mean

Ours (Zero-Shot) 56.6 53.8 55.2

Supervised Methods

ASM-Loc CVPR 2022 - 63.1 -
ViFi-CLIP (TAO-FineTuned) 60.2 12.6 27.5
ViFi-CLIP (ActivityNet-FT) 32.7 58.2 30.4
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B Comparison with Single Label Open Vocabulary
Baselines

STAN [30] is intended for fully fine-tuned setting; it doesn’t report any zero-
shot results. Open V-CLIP [51] is trained to solve single label classification. In
contrast, our goal is to perform multi-label classification in the zero-shot setting.
For comparison we provide zero-shot results for both. As STAN doesn’t provide
pretrained weights, we train it on our training dataset. For Open V-CLIP, we
use author provided pretrained weights.

Table 6: Open Vocabulary baselines (Peak F1)

Method TAO ActivityNet

STAN (K400+YT8M, ours) 58.1 27.6
Open V-CLIP (original) 43.9 50.2

Ours 59.6 52.6

C Comparison with Multi-Modal LLMs

Recently in the literature [58,60], general purpose multi-modal LLMs have been
demonstrated to achieve competitive performance across a range of video un-
derstanding tasks. They are not practical for our setting, since they impose a
significant computation cost, however to demonstrate the advantage of our solu-
tion over multi-modal LLMs, we construct two LLaVA-based inference baselines.
For the first, we prompt LLaVA regarding the presence of a class label in video
frames. For second, we closely follow our synthetic label generation pipeline (see
Section I) and generate frame captions using LLaVA. The captions are then
classified using CLIP’s text encoder. The results in Table 7 show that LLaVA
performs significantly worse than our method, even when no synthetic labels are
used for training.

Both LLaVA based approaches require running the Multi-Modal LLM for
every video at inference. Additionally, for the first approach, we need to run
it for every label in the validation vocabulary. In contrast, for our method the
LLM is not used during inference, but only when a new label is added to the
classification vocabulary.

D Zero-Shot Single Label Action Classification

Our open vocabulary model though trained for multi-label classification is also
competitive (see row (a) in Table 8) on the zero-shot single label action classi-
fication task.
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Table 7: LLaVA Inference baselines (Peak F1-Score)

Method TAO ActivityNet Inference Time (1⇥ A100)

LLaVA Classification (yes/no polling every class) 27.8 11.5 10 min+
LLaVA Captioning + CLIP Classification 47.2 34.7 10s

Ours 59.6 52.6 0.25s
Ours w/ added synthetic labels during training 56.6 53.8 0.25s

A key difference between our approach and prior single label classification works
tailored to this problem is our use of binary classification losses, which is essential
for multi-label classification but is not optimal for single label classification,
which only requires ranking the labels. In order to match the setting of prior
works, we also train our model on only Kinetics-400 using Cross-Entropy loss
and provide results in row (b) to show that it can exceed prior work such as
ViFi-CLIP [39].

Model UCF101 HMDB51 Kinetics600

No video data used in training
CLIP 61.7 37.5 63.5
CLIP + LLM 73.8 46.1 64.8

Trained on YouTube8M + Kinetics400
(a) Ours 74.1 53.2 67.7

Trained on Kinetics400
Vi-Fi CLIP ⇤ 77.5 51.8 71.2
(b) Ours (Cross-Entropy Loss) 79.0 54.5 72.8

Table 8: Results on single label action classification datasets. Top-1 Accuracy is re-
ported for all datasets. ⇤ Results reported in ViFi CLIP [39]

E Zero-Shot Evaluation on EgoCentric tasks

We provide results for scenario classification on Ego4d and verb & noun identi-
fication for Epic-Kitchens (unseen kitchens).

Table 9: Egocentric (Peak F1)

Method Ego4D EK-unseen (Verbs) EK-unseen (Nouns)

CLIP 45.3 16.5 32.8
CLIP+LLM 48.7 20.3 39.1
Ours 51.9 22.1 40.5
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Table 10: LLM Adaptation Ablations (Peak F1-Score, 10k training steps)

Steps LLM Adapter LLM-VLM Connector TAO ActivityNet

10k LoRA (r=2) Prompting Transformer 57.9 49.4
10k LoRA (r=4) Prompting Transformer 58.0 46.9
10k LoRA (r=2) Linear 46.2 38.9

10k Prompts Linear 48.4 35.2
10k Prompts MLP 52.9 44.7
10k Prompts Prompting Transformer 58.3 50.8

50k Prompts Prompting Transformer 59.6 52.6

F Additional Ablations for Label Encoder

We conducted additional ablations for the LLM adapter and LLM-VLM con-
nector, with results shown in Table 10. Due to time constraints, we trained for
only 10k steps, nearing convergence. We find that LoRA saturates after rank
2 and performs worse than prompt learning for Zero-Shot Generalization. Our
prompting transformer outperforms MLP & Linear connectors.

G Additional Ablations for Temporal Encoder

We designed an alternative version of our architecture with serial blocks in-
stead of parallel and train the model again. The results (Table 11) indicate that
parallel blocks outperform serial blocks. As our main goal is open vocabulary
classification, our temporal ablations (Table 4) are focused on regularization and
related aspects. Exhaustive temporal architecture ablations are beyond the scope
of a single paper, and different aspects of temporal modeling have been studied
previously ( [3], [27], [40]).

Table 11: Temporal (Peak F1)

Temporal Adapter TAO ActivityNet

Serial (n=4) 53.2 41.5
Parallel (n=4) 59.6 52.6

H Comparison of Computational Costs

Table 12: Computational Costs

Method Training (YT8M+K400) Inference time

Time Mem/GPU (batch size = 32)

ViFi-CLIP 36 Hrs 11.0 GB 338ms
Ours 40 Hrs 16.5 GB 393ms

Training time (on 16 ⇥ A100 GPUs) on YT-8M + K400 for our method is
about 10% higher than ViFi-CLIP baseline. Inference on 1 RTX8000 is about
16% slower (batch size=32, using torchinfo package). Text embeddings for
class labels can be pre-computed, only video features need computing on the fly
during inference.
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I Synthetic Label Generation Pipeline
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(a) Expanding the label vocabulary.
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(b) Assigning labels to videos.

Fig. 7: Incorporating synthetic labels into our training sets enhances our open vocabu-
lary performance further. (a) Vocabulary Expansion: We have developed a pipeline
to automatically extract action and object labels from a vast video dataset utilizing
foundation models. For captioning video frames, we employ Multi-Modal Large Lan-
guage Models (LLMs), specifically IDEFICS and LLaVA. Subsequently, LLaMA is
prompted to distill object and action class labels from these captions. We aggregate
these labels across videos and remove duplicates through clustering, forming a classi-
fication vocabulary. (b) Label Assignment: Labels from the vocabulary are aligned
with the generated video captions using the text encoder from CLIP.

As illustrated in Figure 7 our synthetic labeling pipeline consists of four
steps: caption generation, concept extraction, vocabulary expansion and label
assignment. The caption generation process employs off-the-shelf multi-modal
LLMs and is straightforward.

For the second step, we prompt LLaMA 2-13B-Chat to extract concept labels
for videos from captions generated in Stage 1.The LLM prompt for extracting
labels from captions is provided in Listing I. We provide 3 in-context examples
and the LLM is prompted to extract concept labels from the fourth video’s
captions.

As LLMs identify a large number of concepts, including many near-duplicates,
a cleanup step is necessary to minimize these issues. We utilize the CLIP text
encoder to obtain embeddings for all the identified concepts across the dataset.
K-Means clustering is applied to the embeddings to cluster them into groups.
For each group, we replace the labels with the most frequently observed concepts
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from that group. This works reasonably well, and CLIP text encoder is excel-
lent at detecting near-duplicate visual concepts. A random sample of identified
clusters are shown in Table 13.

Finally, we reuse the CLIP text encoder to match labels from the dedupli-
cated vocabulary back to videos, which are represented by their captions. In
order to reduce domain shift between captions and the labels, standard CLIP
prompt template "a video of {label}" is used.

For extracting extra action labels, we use IDEFICS-9b-Instruct model [19]
and LLaVA [29] to caption the videos. Both models are based on LLaMA LLMs,
with IDEFICS trained using the interleaved image text dataset OBELICS, while
LLaVA is trained on a mix of image-caption data and instruction following data
created using GPT-3 and image annotations. This stage is followed by LLaMA
2-13b-chat [49] to extract the labels from the captions. OpenAI CLIP B/32 is
used to clean up label assignment to videos.

Airlines ‘american airlines’, ‘delta air lines’, ‘southwest airlines’, ‘singapore airlines’, ‘air
france’, ‘emirates (airline)’, ‘british airways’, ‘carnival cruise line’

Grilling ‘barbequing’, ‘cooking on campfire’, ‘grilling’, ‘barbecue’

Lego ‘legoland’, ‘lego star wars’, ‘lego minecraft’, ‘lego duplo’, ‘the lego group’, ‘lego
friends’, ‘lego batman: the videogame’, ‘lego’, ‘lego batman 3: beyond gotham’,
‘lego ninjago’, ‘lego minifigure’, ‘playmobil’, ‘lego marvel super heroes’, ‘lego
city’, ‘lego legends of chima’

Playground ‘playing on a playground’, ‘playground’, ‘amusement park’, ‘amusement arcade’,
‘amusement ride’, ‘water park’, ‘ferris wheel’

Video Games ‘gears of war (video game)’, ‘jill valentine’, ‘gears of war’, ‘silent hill 2’, ‘resident
evil 2’, ‘hitman: absolution’, ‘gears of war 2’, ‘resident evil 5’, ‘resident evil 3:
nemesis’, ‘resident evil’, ‘resident evil (1996 video game)’, ‘resident evil (2002
video game)’

Water Slide ‘water sliding’, ‘riding water slide’, ‘water slide’

Table 13: Sampled clusters among concepts identified by the captioning + LLM steps
of the label generation pipeline. CLIP Text encoder features were used to cluster the
concepts for de-duplication. Cluster names assigned in the left column are only used
for illustration.
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Our LLM prompt for extracting action labels from video captions
Following is the description of a video. Output a numbered list of verbs

representing visual actions performed in the video. Do not add any explanation.

Video 1 description:

1. A group of people riding motorcycles at night.

2. A motorcycle is lit up with blue lights.

3. A person is riding a bike at night.

4. A motorcycle parked on the street at night.

5. A group of people are gathered in a dimly lit room.

6. A motorcycle parked in a dark room.

7. A motorcycle is parked in a dark room.

8. A person is riding a bike at night.

Verbs Found:

1. riding motorcycle

2. riding bike

Following is the description of a video. Output a numbered list of verbs

representing visual actions performed in the video. Do not add any explanation.

Video 2 description:

1. A man is performing on stage with a band.

2. A group of men are performing on a stage.

3. A man with a microphone is performing on stage.

4. A group of young men performing on stage.

5. A man is singing on a stage with a band.

6. A man is playing a guitar on a stage.

7. A man and a woman are performing on stage.

8. A dark room with a bright light shining on it.

Verbs Found:

1. performing on stage

2. singing on stage

3. playing guitar

Following is the description of a video. Output a numbered list of verbs

representing visual actions performed in the video. Do not add any explanation.

Video 3 description:

1. A person is putting lotion on another person ’s hand.

2. A person is putting nail polish on another person ’s nails.

3. A person is putting nail polish on their nails.

4. A person is holding a ball point pen.

5. A person is writing on a piece of paper.

6. A person is holding another person ’s hand.

7. A person is putting a ring on another person ’s finger.

8. A black screen with a white frame.

Verbs Found:

1. putting lotion

2. putting nail polish

3. writing

4. putting ring

Following is the description of a video. Output a numbered list of verbs

representing visual actions performed in the video. Do not add any explanation.

Video 4 description:

<output_captions >

Verbs Found:
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J Baselines

J.1 CLIP + LLM Frozen Baseline

This baseline is an extension of and inspired by prior works [33, 37] that utilize
LLMs to prompt CLIP for image classification to our problem of video classifi-
cation. The LLM is prompted to generate class descriptors utilizing its extensive
world knowledge. CLIP can then be used to match these descriptors to video
frames to classify them.

The overall process is illustrated in Figure 8a. Unlike the image classification
setting it includes a mean pooling operation across frames to get the video level
feature. Note that the LLM prompt is designed to elicit output in the form of
a list. This simplifies the post-processing of the text output to generate CLIP
prompts (Figure 8c). Firstly, the text is split into each item of the list, followed
by removal of repetitions (common for this generation of LLMs). Finally we use
a standard CLIP prompting template to incorporate both the class label and the
descriptor. Sample descriptors for some classes from our downstream datasets
are provided in Figure 8b. CLIP + LLM is a reasonably and consistently strong
baseline across datasets, as it inherits CLIP’s robustness.

A key limitation of this baseline is the frequency of LLM failures. Different
classes of failures such as getting trapped in a repetition loop, generating descrip-
tors which are not visual, and semantic confusion are common. An end-to-end
trainable approach could potentially alleviate some of these issues.

J.2 CoOp: Context Optimization

CoOp [62] learns prompts for CLIP’s text encoder to adapt it for image classi-
fication. This is a parameter efficient adaptation method since it has very few
learnable parameters. We extend it to the video setting by utilizing mean pooling
across frame in the vision encoder and learnable prompts in the text encoder.
(See Figure 9a)

J.3 DualCoOp

DualCoOp [47] refines prompt learning for the multi-label setting, with both
positive and negative learnable prompts. A label is matched to a video if the
similarity score of the video features with the features for the positive prompts
is higher than for the negative prompts. A soft prediction score can be obtained
by taking a softmax across the two similarity values. (See Figure 9b)
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Frozen
CLIP

Video Feature

LLM

Attribute
Features Frame Features

Mean Pooling

Q: What are useful features for distinguishing a
{category} in a photo?

A: There are several useful visual features to tell there is a
{category} in a photo:

A photo of a {category} which 
(is/has/etc) {descriptor}

Label Feature

Video

(a) CLIP + LLM Baseline Architecture.

{acorn} [TAO]
● The acorn has a hard shell
● The acorn is brown in color
● The acorn is round in shape
● The acorn is attached to a tree
●  The acorn is on a tree branch
●  The acorn is on a tree trunk

{baking cookies} [ActivityNet]
● The person is holding a cookie sheet
● The person is using a fork to stir the cookies
● The person is wearing an apron
● The person is stirring the cookies with a 

spoon
● The person is placing the cookies on a 

cooling rack
● The person is taking the cookies out of the 

oven
● The person is placing the cookies on a plate

{measure carrots} [RareAct]
● The person is holding a tape measure
● They are holding the tape measure with one 

hand and the carrots with the other hand
● The carrots are on a cutting board
● The person has a knife in their hand
● They are slicing carrots
● They are cutting carrots into pieces
● They are using a grater to grate the carrot 

pieces
● The carrot pieces are in a bowl
● The bowl has carrots in it
● The bowl is empty

(b) Sample LLM generated Class De-
scriptors.

LLM Output
"1. The person is holding a cookie sheet. 2. The person is using a fork to stir the cookies. 3. The person is wearing an apron. 4. The 
person is stirring the cookies with a spoon. 5. The person is placing the cookies on a cooling rack. 6. The person is taking the cookies 
out of the oven. 7. The person is placing the cookies on a plate. 8. The person is placing the cookies on a cooling rack. 9. The person 
is taking the cookies out of the oven. 10. The person is placing the cookies on a cooling rack."

The person is holding a cookie sheet
The person is using a fork to stir the cookies
The person is wearing an apron
The person is stirring the cookies with a spoon
The person is placing the cookies on a cooling rack
The person is taking the cookies out of the oven
The person is placing the cookies on a plate
The person is placing the cookies on a cooling rack
The person is taking the cookies out of the oven
The person is placing the cookies on a cooling rack

The person is holding a cookie sheet
The person is using a fork to stir the cookies
The person is wearing an apron
The person is stirring the cookies with a spoon
The person is placing the cookies on a cooling rack
The person is taking the cookies out of the oven
The person is placing the cookies on a plate

Splitting Repetition Removal

A video of baking cookies. The person is holding a cookie sheet.

Templated

(c) Process for cleaning up LLM output to generate CLIP Prompts.

Fig. 8: Here we illustrate the CLIP+LLM baseline discussed in the main paper. (a)
Architecture consist of frozen CLIP and LLM model. The LLM is prompted to generate
class descriptors to assisst CLIP. (b) Some sample class descriptors generated by the
LLM. (c) Process for converting the raw LLM output text to attribute prompts for
CLIP. Firstly, the raw text is split into separate list items, then repetitions (which
LLMs are prone to) are removed and finally standard CLIP prompting templates are
used to combine the class name with the descriptor.
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{category}

Learnable Prompts

Label Feature

Video Feature

Frame Features

Mean Pooling

(a) CoOp.

{category}

Negative Prompts

Negative Feature

Video Feature

Frame Features

Mean Pooling

 Positive Prompts

Positive Feature

Similarity 
Scores

Softmax Predicted 
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(b) Dual CoOp.

Fig. 9: Trainable CLIP based baselines without an LLM (a) CoOp utilizes learnable
prompts on the text encoder side to guide the model towards classification task. (b)
Dual CoOp is designed for multi-label classification and utilizes learnable positive
and negative prompts to generate a probability score for each label.
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K Implementation Details

We use Open AI CLIP-B/32 [38] as the backbone VLM and Flan-T5-XL [4] as
the promptable LLM. We sample 8 frames per clip during training, and during
evaluation we use 4 clips per video (total of 32 frames). Our best model uses
4 learnable LLM Prompts, and 4 layers of temporal modeling. (Following the
notation from the method section, N = 4, K = 5, L = 5 and T = 4). Following
the Flan-T5 text generation instructions we use the following prompt:
Q: What are useful features for distinguishing a {label} in a photo?

A: There are several useful visual features to tell about a {label}

in a photo:

1. <extra_id_0>

Where {label} represents a given class label and <extra_id_0> is T5 decoder’s
start token ID. In case of the frozen baseline, when presented with this prompt,
the LLM produces text that consists of a list of label attributes, which can be
parsed and separated into different prompts for CLIP. We mimic this approach
in our learnable version by chunking LLM output into K groups of L tokens
each.

We use a batch size of 12 videos/GPU across 32 A100 GPUs (Total Batch
Size=384) and train all models for 30000 training steps and evaluate at 10000,
20000 and 30000 steps, providing the best results for each methods across these
3 checkpoints. We do this to ensure a fair comparison as our different baselines
and methods have widely varying number of trainable parameters, it would not
be a fair comparison to use the same number of steps for each.

K.1 Datasets Used

For training, we use YouTube-8M and Kinetics datasets. For evaluation we use
TAO (Tracking Any Object) dataset for Object Classification and ActivityNet
for action classification. We also leverage the RareAct dataset in a novel way by
using their noun and verb labels to generate 3 labels for each clip, noun, verb and
noun-verb combination. For YouTube-8M, we use the human verified validation
set for reporting results. Overall these evaluation datasets cover a wide range of
entities and actions, providing a comprehensive evaluation of open vocabulary
multi-label video classification capabilities.

Dataset # Videos # Classes # Labels/Video
Training Datasets
YouTube-8M 2,285,432 2429 2.9
+ Generated Labels 2,285,432 3281 6.7
Kinetics 400 246,245 400 1
+ Generated Labels 246,245 1355 4.5

Test Datasets
YT-8M Segments Val 42,407 1000 1.05
TAO 655 1230 1.44
ActivityNet 4,593 200 1.01
RareAct 905 214 3.02

Table 14: Details about datasets used for training. For YouTube-8M and Kinetics, we
also generate additional labels for training using our synthetic labelling pipeline.
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K.2 Training Details

We use Open AI CLIP-B/32 as the Vision-Language model and Google Flan-T5
XL as the promptable LLM.

We use AdamW optimizer for training with a base learning rate of 0.00001.
Weight decay for newly initialized layers is set to 0.0000001 and 0.0 for CLIP
initialized layers. Weight regularization loss weight for STAN’s spatial attention
layers is set to � = 0.000001. Cosine decay learning rate scheduler with warmup
is used. Total training length is 30, 000 steps including 2, 000 steps of warmup.

L Qualitative Results

YouTube8M: _hRCmjZsS7g

CLIP Baseline

Ours

Predicted Labels

Microphone

Guitar
Electric Guitar
Microphone
Singing
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