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Abstract. Existing neural radiance field-based methods can achieve
real-time rendering of small scenes on the web platform. However, ex-
tending these methods to large-scale scenes still poses significant chal-
lenges due to limited resources in computation, memory, and bandwidth.
In this paper, we propose City-on-Web, the first method for real-time ren-
dering of large-scale scenes on the web. We propose a block-based volume
rendering method to accommodate the independent resource character-
istics of web-based rendering, and introduce a Level-of-Detail strategy
combined with dynamic loading/unloading of resources to significantly
reduce memory demands. Our system achieves real-time rendering of
large-scale scenes at 32FPS with RTX 3060 GPU on the web and main-
tains quality comparable to the current state-of-the-art novel view syn-
thesis methods. Project page: https://ustc3dv.github.io/City-on-Web/
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1 Introduction

Neural radiance field (NeRF) has advanced the field of reconstruction, show-
ing an unparalleled ability to capture complex details across diverse environ-
ments. Existing works demonstrate its ability to render small scenes with ex-
ceptional quality and performance in real-time [2, 10, 16, 23, 26, 29, 35, 41, 45].
NeRF has also been successfully applied to the various scenarios, including hu-
man reconstruction, object-centric scenes, and large-scale scenes in offline set-
tings, achieving exceptional visual fidelity and generating intricately detailed
results [9, 12,13,19,28,34,37,40,41,43].

Despite these successes, real-time neural rendering of large scenes on the
web remains profoundly challenging due to inherent computational power, mem-
ory, and bandwidth limitations on commodity devices. MERF [30] has recently
achieved significant progress by employing a baking technique to reduce query
network calls in the rendering pipeline, thereby enabling real-time rendering of
small-scale scenes on the web. However, MERF struggles to capture intricate
details in large scenes due to its limited resolution. A naive solution would be
to simply increase the volumetric representation’s resolution, but this approach
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would lead to unacceptable increases in memory usage, scaling with O(N3), and
a significant decrease in rendering speed.

To overcome these limitations, we integrate MERF with a block-based strat-
egy [37] for reconstructing large scenes, a method supported by numerous stud-
ies [34, 37, 49]. This approach not only improves the model’s representational
ability but also controls memory growth at an O(N2) rate. However, there are
certain challenges associated with a resource-independent block-based render-
ing approach on the web. Specifically, rendering on the web faces limitations on
the number and resolution of texture units that can be loaded into a shader,
which prevents loading all block resources into a single shader. Consequently,
we load the rendering resources of different blocks into their respective shaders.
Nevertheless, rendering with different shaders causes issues with 3D consistency.
Specifically, when a ray traverses multiple blocks, sampling points might belong
to different blocks loaded by different shaders, preventing standard volume ren-
dering. We are thus compelled to render each block sequentially and subsequently
combine the rendering results of the different blocks. To this end, we propose
a block-based volume rendering strategy and demonstrate that this method of
sequential block rendering is equivalent to volume rendering, thereby ensuring
correct occlusion and 3D consistency of the rendering results. Notably, unlike
existing block-based methods like Block-NeRF [34] and Mega-NeRF [37] that
require the resources of all blocks to be loaded simultaneously for rendering, our
strategy make each block can be rendered independently with its own texture in
its own shader.

Moreover, when viewing from a higher altitude viewpoint, the rendering re-
sources of all scene blocks are needed. Nonetheless, loading all blocks for ren-
dering is impractical due to the excessive memory usage that would surpass the
capacity of standard consumer devices. To address this issue, we draw inspiration
from traditional graphics techniques [6–8,14,17,22,25] to create Level-of-Detail
(LOD) for each block’s resources, dynamically selecting resources for rendering
based on the camera’s position and field of view. This approach significantly
reduces the resource demands during rendering, paving the way for smoother
user experiences even on less capable devices.

In summary, the contributions of this paper include the following aspects:

• We propose a block-based multi-shader volume rendering method, which can
be proven to be equivalent to standard volume rendering. This stategy is
designed to accommodate resource-independent environments and enabling
high-fidelity rendering of large-scale scenes.

• We employ an LOD strategy and dynamic loading/unloading strategies to
adaptively manage rendering resources and significantly reducing the quan-
tity of resources loaded and ensuring efficient resource utilization for large-
scale scene rendering.

• Our experiments demonstrate that our system achieves real-time rendering of
large-scale scenes at approximately 32FPS with 1080P resolution on an RTX
3060 GPU, while maintaining rendering quality comparable to the current
state-of-the-art (SOTA) methods for large-scale scenes.
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Fig. 1: Overview of City-on-Web pipeline. During the training phase, we uni-
formly partition the scene and reconstruct it at the finest LOD. To ensure 3D consis-
tency, we use a resource-independent block-based volume rendering strategy (Sec. 4.2).
For LOD generation, we downsample virtual grid points and retrain a coarser model
(Sec. 4.4). This approach supports subsequent real-time rendering by facilitating the
dynamic loading of rendering resources.

Large-scale Scene Reconstruction. For large-scale scene reconstruction,
a key issue is enhancing the model’s ability to adequately capture and render
extensive scenes. Some works [11, 34, 37] address this by adopting a divide-and-
conquer strategy, segmenting expansive scenes into smaller blocks, and applying
localized NeRF processing to each. This approach significantly improves both
the reconstruction quality and the model’s scalability to larger scenes. Switch-
NeRF [49] employs a gating network to dispatch 3D points to different NeRF
sub-networks. Grid-NeRF [43] utilizes a compact multiresolution feature plane
and combines the strengths of smoothness from vanilla NeRF with the local de-
tail capturing ability of feature grid-based methods [4, 27, 31], efficiently recon-
structing large scenes with fine details. NeRF++ [47] enhances the reconstruc-
tion of unbounded scenes through its innovative multi-spherical representation.
On the other hand, Mip-NeRF 360 [1] introduces a scene contraction function
to effectively represent scenes that extend to infinity, addressing the challenge of
vast spatial extents. F2-NeRF [38] takes this a step further by implementing a
warping function for local spaces, ensuring a balance of computational resources
and training data across different parts of the scene.

Real-time Rendering.Early works mainly focus on the real-time rendering
of a simple single object. NSVF [23] improves NeRF by introducing a more effi-
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cient sparse voxel field, significantly accelerating rendering speed while maintain-
ing high-quality output. KiloNeRF [29] utilizes thousands of small MLPs, each
responsible for a tiny region, significantly reducing network evaluation time. In
contrast, MERF [30] improves upon SNeRG [15] by utilizing a hybrid representa-
tion to reduce memory usage. Oblique-MERF [46] enhances real-time rendering
performance over MERF by using an occupancy plane to skip empty space. Mo-
bileNeRF [5] introduces the polygon rasterization rendering pipeline, running
NeRF-based novel view synthesis in real-time on mobile devices. BakedSDF [44]
bakes volumetric representation into meshes and utilizes spherical harmonics
for representing view-dependent color, while NeRF2Mesh [35] iteratively refine
both the geometry and appearance of the mesh. Furthermore, several meth-
ods [36, 39] exploit the real-time rendering attributes of mesh representations
alongside the robust representational potential of volume representations, par-
ticularly for rendering hair, translucent materials, and similar entities. These
hybrid methods facilitate the achievement of high-fidelity real-time rendering.
Recently, 3D Gaussian splatting [20] achieves real-time rendering by utilizing
a novel 3D Gaussian representation and rasterization-based rendering pipeline.
However, extending this representation to large scenes is challenging due to its
substantial memory consumption.

Level of Detail. Substantial works are devoted to integrating LOD meth-
ods into the fabric of traditional computer graphics [6–8,14,17,22,24,25], aiming
to streamline rendering processes, reduce memory footprint, bolster interactive
responsiveness. Recently, some works have begun to apply LOD to neural im-
plicit reconstruction. NGLoD [33] represents LOD through a sparse voxel octree,
where each level of the octree corresponds to a different LOD, allowing for a finer
discretization of the surface and more detailed reconstruction as the tree depth
increases. Takikawa et al . [32] efficiently encode 3D signals into a compact, hier-
archical representation using vector-quantized auto decoder method. BungeeN-
eRF [41] employs a hierarchical network structure, where the base network fo-
cuses on learning a coarse representation of the scene, and subsequent residual
blocks are tasked with progressively refining this representation. TrimipRF [18]
and LOD-Neus [50] leverage multi-scale triplane and voxel representations to
capture scene details at different scales, effectively implementing anti-aliasing to
enhance the rendering and reconstruction quality.

3 Background

Our exploration begins with an in-depth analysis of two influential works, SNeRG [15]
and MERF [30]. SNeRG precomputes and stores a NeRF model in a sparse 3D
voxel grid. Additionally, an indirection grid is used to enhance rendering by ei-
ther indicating empty macroblocks or pointing to detailed texels in a 3D texture
atlas. This representation allows real-time rendering on standard laptop GPUs.

The indirection grid assists in raymarching through the sparse 3D grid and
selectively accessing non-zero densities σi, diffuse colors ci, and feature vectors
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f i from baked textures. Integrating along each ray r(t) = o+ td, they compute
the sum of the weights, which can be considered as the pixel’s opacity:

α(r) =
∑
i

wi, wi =

i−1∏
j=1

(1− αj)αi, αi = 1− e−σiδi . (1)

The step size δi during ray marching is the voxel width for an occupied voxel.
The color Cd(r) and specular feature F s(r) along the ray are accumulated using
the same weights to compute the final diffuse color and specular feature of ray:

Cd(r) =
∑
i

wici, F s(r) =
∑
i

wif i. (2)

Subsequently, diffuse color and specular feature, along with the positional
encoding PE(·) of the ray’s view direction, are concatenated to pass through a
lightweight deferred MLP Φ to produce a view-dependent residual color:

C(r) = Cd + Φ(Cd,F s, PE(d)). (3)

While SNeRG achieves impressive real-time rendering results, its voxel rep-
resentation demands substantial memory, which poses limitations for further ap-
plications. MERF presents a significant reduction in memory requirements. By
leveraging hybrid low-resolution sparse voxel and 2D high-resolution triplanes,
MERF optimizes the balance between performance and memory efficiency. More-
over, it incorporates two pivotal strategies to bridge the gap between training
and rendering performance. MERF simulates finite grid approach during train-
ing, querying MLPs at virtual grid corners and simulates quantization during
training to mimic the rendering pipeline closely.

4 Method

In this section, we present a method for rendering large scenes on the web. Our
approach utilizes a block and LOD strategy for rendering large-scale scenes, as
described in (Sec. 4.1). A block-based volume rendering approach is introduced
for the seamless blending of blocks, utilized both during the training and ren-
dering stages to ensure consistency (Sec. 4.2). Sec. 4.3 details the optimization
strategies. The generation and refinement of LODs( Sec. 4.4) are also explained.
Sec. 4.5 elucidates the baking strategy suitable for the representation.

4.1 Large-scale Radiance Field

Although real-time rendering methods like MERF can achieve high-quality real-
time rendering for small-scale scenes, they face representational capacity chal-
lenges when applied to larger scenes. As mentioned in Sec. 1, utilizing a single
MERF model to represent vast scenes is problematic due to its limited reso-
lution, especially in terms of detailed and accurate reconstruction. Therefore,
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we represent scenes using multiple blocks. However, this approach necessitates
employing an LOD strategy to reduce the number of resources that need to be
loaded during the rendering phase. Thus, we adopt a block-based and LOD strat-
egy for representing the whole scene in the rendering stage. We will elaborate
on the representation used in the rendering stage and provide the representation
used to reconstruct the scene in the finest LOD in the training stage.

Training Stage. In the training stage, we only represent and optimize the
finest LOD. We uniformly partition the entire scene into K blocks {Bk}Kk=1,
each centered at ck = (xk, yk), on the xy plane (i.e., the ground plane). This
approach stems from the observation that large scenes typically exhibit smaller
scales in the z-direction compared to the xy-plane, prompting us to partition
based on the ground plane and avoid subdividing along the z-axis. For a point
p = (px, py, pz) ∈ R3, we determine its corresponding block Bk based on its xy
coordinates, denoted as pproj = (px, py):

p ∈ Bk, k = argmin
k

∥pproj − ck∥∞ (4)

Within block k, the following trainable components are introduced: (1) fk is an
attribute query function that adopts a hash encoding and an MLP decoder that
outputs attributes of points such as densities, diffuse color and specular feature
(2) Φk is a tiny deferred MLP account for view-dependent effects. (3) ψk is a
proposal MLP for sampling.

Rendering Stage. In the rendering stage, our scene representation includes
hierarchical L LODs representation for the scene. Specifically, as shown in the
right figure, we merge 2×2 blocks into one block between two consecutive LODs.
As a result, for LOD l, where l ∈ {1, 2, . . . , L}, there are K/4l−1 blocks. In each
block, the following baked textures are used for rendering: (1) fk,l is an attribute
query function that takes the coordinates of a sample point as input and directly
accesses the opacity, diffuse color and specular features of the sample point from
the baked sparse voxel and triplane textures. (2) Φk,l represents a tiny deferred
MLP that accounts for view-dependent effects. (3) ψk,l is used as a multi-level
occupancy grid for sampling.

4.2 Block-based Volume Rendering

In the rendering stage, we create multiple shaders to render distinct blocks.
Specifically, one shader is allocated for storing the texture of an individual block.
Each block subsequently renders an image respective to the current camera view.
However, a simplistic averaging of these resultant rendering outputs can lead
to discernible seams and does not ensure correct occlusion at the inter-block
boundaries as shown in Fig. 2a. Therefore, we employ a block-based volume
rendering strategy and combine it with depth sorting followed by alpha blending
to ensure seamless boundaries and correct occlusion at the edges.

Specifically, in the rendering stage, for a ray r(t) passing through M blocks
with a total of N samples, where each block k has nk samples, we perform
volume rendering within each block to obtain its individual rendering diffuse
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Fig. 2: Visualization comparison between the alpha blending method and
others. (a) Top image: incorrect occlusion without depth sorting. Bottom image: in-
correct rendering results when simply using αi/(

∑
j αj) as blending weights. (b) Left:

rendering results of four separate blocks and the final blending result. Right: visualiza-
tion of sample points’ rendering weights before and after alpha blending.

color Ck
d, specular feature F k and opacity αk of the ray in block Bk according

to Eq. (1) and Eq. (2). Then we get final rendering color Ck of block Bk according
to Eq. (3). Subsequently, to correctly handle occlusion in rendering, we depth-
sort the blocks and apply volume rendering across multiple blocks in sequence,
using opacity to generate the blending weights:

C(r) =

M∑
k=1

k−1∏
j=1

(1− αj)Ck. (5)

Deferred Rendering

Fig. 3: Block-based volume rendering. “DR” de-
notes deferred rendering. Φ represents the deferred MLP.

Under the Lambertian
surface setting where the
specular color is zero, the
color obtained from volume
rendering on the total of N
ray samples from Eq. (2)
is equal to the results pro-
duced by our approach of
conducting volume render-
ing within each block fol-
lowed by inter-block volume
rendering Eq. (5). The proof
is given in the supplemen-
tary. Thus, our rendering approach maintains correct occlusion and keeps
3D consistency when using multiple shaders rendering on the web as shown
in Fig. 2b.

The volume rendering process in MERF involves integrating all sample points
together, followed by deferred rendering. In contrast, as shown in Fig. 3, our
block-based volume rendering is fundamentally based on segmented integration.
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Without the deferred rendering process, it is entirely equivalent to traditional
volume rendering. However, if we adhere to the MERF rendering pipeline dur-
ing the training process, it will lead to discrepancies between the rendering re-
sults during the training and rendering phases, ultimately affecting the rendering
quality. To minimize this gap, we adopt the same rendering pipeline during the
training stage as we do in the rendering stage.

Specifically, in the training stage, for ray r(t), we uniformly sample between
the near and far boundaries based on the scene’s bounding box. Then, we de-
termine that this point is inside Bk according to Eq. (4) and query the corre-
sponding proposal MLP ψk of Bk to sample probability distributions along the
ray. Similarly, we also query the corresponding fk to obtain the attributes of the
rendering sample points. Lastly, like in the rendering stage, we render each block
sequentially to obtain the color and opacity for the ray in Bk and use Eq. (5)
to derive the final rendering result.

4.3 Optimization

In the training stage, we reconstruct the finest LOD model by optimizing it with
various losses:

Ltrain = Lcb + Lglobal + λ1Ls3im + λ2Lprop + λ3Ldist + λ4Ls + λ5Lopacity. (6)

Here, we use Charbonnier loss [3] Lcb for reconstruction and S3IM loss [42]
Ls3im to assist model in capturing high-frequency details. Additionally, we use
the interlevel loss Lprop to provide a supervision signal for proposal MLP and
distortion loss Ldist to reduce floaters like Mip-nerf 360 [1].

Sparsity Loss. We random uniform sample points set P within the bounding
box of the scene and apply L1 regularization on the opacity of sample points αi

to encourage model to predict sparse occupied space:

Lsparse =
1

|P|
∑
pi∈P

|αi| (7)

Opacity Loss. We introduce a regularization term for the opacity of the
block. This regularization encourages the opacity of the block to be as close to
0 or 1 as possible, implying either full transparency or full opaqueness:

Lopacity = −
∑
k

(αklog(αk) + (1− αk)log(1− αk)). (8)

Regularization of Deferred MLPs. In the deferred rendering context,
various combinations of specular and diffuse colors can satisfy multi-view con-
sistency constraints. This situation often leads to incorrect disentanglement of
these color components. Our training process involves using a deferred MLP
within each block, but this approach does not guarantee the smoothness of spec-
ular color across block boundaries and the multitude of possible combinations
of specular and diffuse colors.
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Table 1: Quantitative comparison. We report PSNR, LPIPS, and SSIM on the
test views. The best and second best results are highlighted.

Matrix City Campus Rubble Building
PSNR↑LPIPS↓SSIM↑ PSNR↑LPIPS↓SSIM↑ PSNR↑LPIPS↓SSIM↑ PSNR↑LPIPS↓SSIM↑

NeRFacto 24.95 0.688 0.456 23.47 0.689 0.255 19.02 0.512 0.538 17.70 0.442 0.502
Instant-NGP 23.55 0.629 0.597 21.91 0.549 0.478 20.37 0.478 0.629 - - -
Mega-NeRF 25.43 0.674 0.517 22.28 0.565 0.472 23.68 0.525 0.558 20.93 0.504 0.547
Ours 25.87 0.734 0.332 24.73 0.736 0.192 21.32 0.539 0.482 20.13 0.397 0.578

Inspired by Grid-NeRF [43], which utilizes the smoothness of MLP to reg-
ularize explicit grid representations. We also utilize a global deferred MLP to
regularize the rendering outputs from smaller, block-specific deferred MLPs, en-
suring the global smoothness of specular color. In particular, we combine the
specular color generated by this global deferred MLP with the diffuse color to
obtain the final rendering result. We then supervise the rendering result using
ground truth images in the form of a Charbonnier loss, denoted as Lglobal, to
regularize the smaller deferred MLPs. Notably, this global deferred MLP is sig-
nificantly larger and thus possesses sufficient representational capacity compared
to the smaller deferred MLPs designated for each block. Therefore, the global
MLP does not limit the model’s representational capacity.

4.4 LOD Generation

To ensure high-quality rendering from elevated viewpoints and reduce resource
usage for distant scene blocks, our method generates multiple LODs for the
scene. One conventional approach to generate LODs would be to retrain the
entire scene using fewer blocks, that is, at a lower representation resolution,
but this method extends the training time a lot. Additionally, considering the
specialized photography techniques employed for capturing large scenes, usually
from aerial or top-down perspectives, it is challenging to ensure appearance
consistency across models trained separately for extrapolated views if we retrain
the entire scene from scratch.

Therefore, we generate LODs based on the scene’s finest LOD acquired during
the training stage. Specifically, we simulate the virtual grid to store attributes
like MERF in the training stage. As merging M ×M blocks into M

2 × M
2 blocks

to generate LODs, we initially downsample the resolution of the virtual grid in
each block by a factor of 2. Subsequently, we freeze the training of the query
function fk within these submodels and retrain a new shared deferred MLP Φk,l

across merged blocks. Finally, we continue to jointly optimize these submodels
and the deferred MLP to adapt to lower-resolution voxels and triplanes.

4.5 Baking

For LOD l, we merge M ×M blocks into M
2l

× M
2l

blocks. Every 2l × 2l blocks
can be baked into a single texture asset fk,l in the baking stage thanks to the
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Fig. 4: Qualitative comparisons with existing SOTA methods. By testing dif-
ferent methods across diverse scales and environments, it clearly reveals that our ap-
proach excels in recovering finer details and achieves a higher quality of reconstruction.

dowmsampling when generating LODs. Thus, in the rendering stage, a single
shader is responsible for rendering these 2l × 2l blocks.

Specifically, we render all training rays to collect ray samples initially. Sam-
ples with opacity and weight values above a certain threshold are retained, and
samples below the threshold are discarded. The preserved samples are used to
mark the adjacent eight grid points as occupied in the binary occupancy grids
ϕk,l. After generating binary grids to identify occupied voxels, we follow MERF
by baking high-resolution 2D planes and a low-resolution 3D voxel grid in each
block to get the attribute function fk,l used in the rendering stage. Only the
non-empty 3D voxels are stored using a block-sparse format. We downsample
the occupancy grid with max-pooling for efficient rendering. To further save
storage, we compress textures into the PNG format.

5 Experiments

5.1 Experiments setup

Dataset and Metric. Our experiments span across various scale and environ-
ments. We have incorporated a real-world urban scene dataset (Campus), public
datasets consisting of real-world scenes (Rublle and Building) [37] and synthetic
city-scale data (MatrixCity) [21]. Our datasets were recorded under uniform,
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Table 2: Comparison with existing real-time methods. We divide the scene
into four blocks and 16 blocks. We split the data into four parts, with each part being
reconstructed by an individual MERF for a fair comparison. We present the results
of Gauss splatting [20] after training 30,000 and 100,000 iterations for demonstration.
VRAM and DISK are denoted in megabytes (MB).

PSNR↑ SSIM↑ LPIPS↓ VRAM↓ DISK↓ FPS↑
MobileNeRF 19.99 0.516 0.712 712.3 242.1 68
BakedSDF 22.24 0.627 0.413 544.8 515.3 223
MERF(4 blocks) 24.02 0.713 0.254 592.4 121.2 58
GS(30k iters) 23.78 0.745 0.263 1469.3 1469.1 77
GS(100k iters) 24.94 0.783 0.227 1467.1 1467.1 58

Ours(4 Blocks) 24.82 0.741 0.190 526.6 114.4 46
Ours(16 Blocks) 25.13 0.779 0.167 2040.7 464.5 34

cloudy lighting conditions to minimize variation. To obtain precise pose infor-
mation, we employed an annular capturing approach, which has a higher overlap
rate compared to grid-based capturing methods. The dataset covers an area of
1200 × 800 square meters. It includes a total of 6515 images. We use 99% data
for training, and the rest is used as the test dataset. To assess the quality and
fidelity of our reconstructions, we employ various evaluation metrics, including
PSNR, SSIM and LPIPS [48].
Implementations and Baselines. Our experiments focus on a single part
in Campus dataset for comparative analysis with existing real-time rendering
methods. This part contains over 1600 images, covering an area of approximately
600 × 400 square meters. We divide this part of the data into four parts for a
fair comparison with the MERF method. Other methods did not divide the
dataset when conducting experiments. Moreover, we benchmark current real-
time rendering methods using three critical parameters: Peak GPU memory
usage (VRAM), frames per second (FPS), and on-disk storage (DISK). We report
these metrics based on tests conducted on an NVIDIA RTX 3060 GPU with
1920× 1080 resolution. More details can be found in the supplement.

5.2 Results Analysis

We systematically evaluate the performance of both baseline models and our
method through qualitative and quantitative comparisons in Tab. 1 and Fig. 4.
Notably, our method demonstrates a remarkable enhancement in visual fidelity
as reflected by the SSIM and LPIPS metrics, which indicate the extent of detail
restoration. Despite a reduction in PSNR compared to the SOTA methods, this is
attributable to the fact that LPIPS and SSIM are more sensitive to the recovery
of fine details, whereas PSNR mainly measures pixel-wise color accuracy. Our
approach achieves higher fidelity reconstructions, revealing finer details due to
our partitioned reconstruction strategy.

In our evaluation, detailed in Tab. 2 and Tab. 3, we compare our method with
current real-time rendering methods. The tests are conducted on a subset of the
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Campus dataset and a significantly large scene, Block ALL and performed on an
NVIDIA RTX 3060 Laptop GPU at a 1920×1080 resolution. The results demon-
strate that our method excels in reconstruction quality. We represent each scene
block using voxels and triplanes, and store the baked grid attributes as images.
This strategy significantly reduces the memory. This reduction notably acceler-
ates resource transmission for web-based rendering applications. However, it is
observed that our frame rate during rendering is lower compared to other meth-
ods. This is attributed to their rendering pipeline based on mesh rasterization,
which is in contrast to our method, which utilizes volume rendering.

Table 3: Comparison on Block All scene. Grid-NeRF is tested on a RTX 3090
and the other methods are tested on a RTX 3060.

PSNR↑ SSIM↑ LPIPS↓ VRAM↓ DISK↓ FPS↑

Grid-NeRF 24.90 0.698 0.480 - 7102 MB 0.55
Gaussian-Splatting 25.42 0.784 0.308 1978 MB 1978 MB 17

Ours 25.87 0.734 0.332 912 MB 279 MB 34

5.3 LOD Result

Fig. 5: Visualization of LOD result.

Tab. 4 presents the quantitative ren-
dering results at various LODs, along
with the corresponding DISK and
VRAM usage. With increasing LOD,
the resources required for render-
ing significantly decrease. Notably,
our method’s lowest LOD still main-
tains high-fidelity rendering results,
as demonstrated in Fig. 5. Our LOD
strategy significantly streamlines the
management of resource loading on
web platforms, which is particularly
advantageous in rendering distant
blocks, as it requires less VRAM. It is worth noting that the VRAM usage pre-
sented in Tab. 4 represents the cumulative memory consumption of all blocks.
Our dynamic loading strategy adaptively selects resources to load based on the
camera’s field of view and the distance to each block, effectively keeping the
peak VRAM usage around 1100MB.

5.4 Ablation Study

We conduct ablation studies to demonstrate the impact of the contributions
introduced to our method.
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Table 4: The LOD results on the
whole Campus dataset. VRAM and
DISK are denoted in megabytes (MB).

PSNR↑ SSIM↑ LPIPS↓VRAM↓DISK↓

LOD3 23.72 0.660 0.306 132.1 40.2
LOD2 24.23 0.682 0.297 841.6 201.7
LOD1 24.73 0.736 0.192 3970.2 1259.6

Table 5: Ablations on LOD genera-
tion. “Time” column indicates the time re-
quired to generate the LOD.

PSNR↑ SSIM↑ LPIPS↓ Time ↓

downsample 22.43 0.614 0.362 0 hours
from scratch 24.17 0.722 0.224 12 hours
ours 24.20 0.724 0.204 4 hours

Table 6: Ablation study on our method. The result is tested on one section of
the Campus dataset. VRAM and DISK are denoted in megabytes (MB).

PSNR↑ SSIM↑ LPIPS↓ VRAM↓ DISK↓

model with 10243 Res. 24.05 0.710 0.201 540.9 147
model with 20483 Res. 24.42 0.751 0.184 3073.2 457
no alpha blending 24.03 0.684 0.345 565.4 153
no consistent training 24.21 0.702 0.281 514.4 110
no global deferred mlp 24.61 0.712 0.198 536.6 126
ours(4 blocks) 24.82 0.741 0.190 526.6 114
ours(16 Blocks) 25.13 0.779 0.167 2040.7 464

Ablation on Our Method. In Tab. 6, we conduct an ablation study of our
method on one part of Campus dataset “ours(4 blocks)” means we use four blocks
with 5123 voxel resolution and 20483 triplane resolution for scene reconstruction.
“ours(16 blocks)” means we use 16 blocks with 5123 voxel resolution and 20483

triplane resolution for scene reconstruction. In “model with 10243 Res.”, we train
a one block MERF model with 10243 voxel resolution and 40962 triplane res-
olution. In “model with 20483 Res.”, we train a one block MERF model with
20483 voxel resolution and 81922 triplane resolution. Our method has higher
rendering quality and requires less storage space. In “no alpha blending”, we
instead our alpha blending with simply using αi/(

∑
j αj) as blending weights.

This non-occlusion-aware blending strategy significantly reduces the rendering
quality. In “no consistent training”, we use MERF’s volume rendering pipeline in
the training stage. In “no global deferred MLP”, we remove global deferred MLP.
Without the regularization of deferred MLPs, the quality of the reconstruction
has decreased.

Ablation on LOD Generation. Tab. 5 shows ablation study on LOD
generation. We use our LOD generation method as basline. In “downsample”, we
simply downsample the model without re-optimization. In “from scratch”, we do
not use the finest LOD model to generate LOD. Instead, we trained the same
resolution model from scratch.

6 Conclusion and Disscussion

In this work, we introduced City-on-Web, which to our knowledge is the first
system that enables real-time neural rendering of large-scale scenes on the web
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using laptop GPUs. Our choice of a block-based volume rendering strategy, tai-
lored for resource-independent web environments, achieves seamless integration
between blocks. Our carefully designed LOD generation and refinement strategy
support dynamic loading, minimizing necessary resources on the web while en-
suring the best visual experience. Extensive experiments have also fully proved
the effectiveness of City-on-Web.

Scientific Impact. Unlike existing block-based methods that require the
simultaneous loading of all block resources for rendering, our innovative method
allows each block to be rendered independently using its own texture in its own
shader. This strategy supports independent rendering, making it highly adapt-
able to various resource-independent environments, opening new avenues for re-
search and application, and potentially impacting the efficiency and scalability
of large-scale radiance field training.

For example, in multi-GPU and distributed system environments, our method
enables the direct transfer of rendered color and opacity of each block among
GPUs or nodes, reducing the need to transfer numerous sample attributes. This
reduction in data transfer minimizes communication overhead, thereby eliminat-
ing the common bottleneck in large-scale distributed training and substantially
improving training speeds. We are glad to see future work applying this strategy
to the parallel or distributed training of NeRF or Gaussian splatting model.

Fig. 6: Comparison to Mega-NeRF in
Rubble dataset. The dataset presents sig-
nificant variations in lighting.

Limitations. Since we derive al-
pha blending across shaders based
on the Lambertian surface assump-
tion, visible seams may occur at the
boundaries between blocks on non-
Lambertian surfaces, such as wa-
ter surfaces. Combining physically-
based rendering with multiple shaders
blending may alleviate this prob-
lem. Additionally, while our approach
achieves real-time rendering of large
scenes on consumer-grade laptops,
the inherently resource-intensive na-
ture of large scenes makes that real-
time rendering on mobile devices re-
mains a challenge. Moreover, while
our method recovers more intricate
geometrical detail, it frequently re-
sults in color discrepancies with the ground truth image due to unstable lighting
conditions and variable exposure, as shown in Fig. 6. Our deferred shading model
has limited ability to represent view-dependent colors and cannot accurately
represent lighting changes in the data as view-dependent effects. This limitation
results in slightly lower PSNR values.
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