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Abstract. Story visualization aims to generate a series of realistic and
coherent images based on a storyline. Current models adopt a frame-by-
frame architecture by transforming the pre-trained text-to-image model
into an auto-regressive manner. Although these models have shown no-
table progress, there are still three flaws. 1) The unidirectional generation
of auto-regressive manner restricts the usability in many scenarios. 2)
The additional introduced story history encoders bring an extremely high
computational cost. 3) The story visualization and continuation models
are trained and inferred independently, which is not user-friendly. To
these ends, we propose a bidirectional, unified, and efficient framework,
namely StoryImager. The StoryImager enhances the storyboard gener-
ative ability inherited from the pre-trained text-to-image model for a
bidirectional generation. Specifically, we introduce a Target Frame Mask-
ing Strategy to extend and unify different story image generation tasks.
Furthermore, we propose a Frame-Story Cross Attention Module that
decomposes the cross attention for local fidelity and global coherence.
Moreover, we design a Contextual Feature Extractor to extract contex-
tual information from the whole storyline. The extensive experimental
results demonstrate the excellent performance of our StoryImager. Code
is available at https://github.com/tobran/StoryImager.
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1 Introduction

The last few years have witnessed the great success of large pre-trained genera-
tive models for a variety of applications. Among them, text-to-image synthesis
is one of the important tasks of generative models. Due to its practical value,
text-to-image synthesis has become an active research area, leading to the devel-
opment of large pre-trained text-to-image autoregressive and diffusion models,
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Fig. 1: (a) Existing models adopt the auto-regressive generative approach, which re-
stricts usability in many scenarios. And the users need to switch between models to
meet their current requirements (b) Our proposed StoryImager unifies different tasks
into one model, which is more comprehensive to tackle various generative requirements.

e.g ., DALL-E [31] and LDM [32]. Based on the powerful image-generative ability,
some recent work [22, 26, 29] tried to extend pre-trained text-to-image models
beyond generating a single image to generating a sequence of story images, a
task referred to as story visualization.

Unlike single text-to-image generation, story visualization aims to generate
coherent and visually appealing story images based on a sequence of story de-
scriptions. The task requires the model to capture the essence of the story and
the relationships between different story descriptions and then translate them
into realistic images that tell a story in a coherent manner. Some work expanded
this task by introducing story continuation to generate subsequent story images
based on both given story descriptions and historical frames. The importance
of story visualization and continuation lies in its potential applications in enter-
tainment, education, and multimedia storytelling.

Although impressive results have been presented in previous work [22,26,29],
they still suffer from three flaws. First, the capabilities of current models are
limited. The autoregressive generative architecture they adopted [22,26,29] only
supports frame-by-frame generation due to unidirectional attention. It restricts
the applicability of models in scenarios that require referencing future or bidi-
rectional frames, such as story backtracking, insertion, and replacement. This
limitation prevents users from making arbitrary modifications and extensions
based on existing story frames. Second, existing models are trained and inferred
independently for different tasks. The current story image generation task in-
cludes Story Visualization and Story Continuation. However, existing methods
tackle them as two independent tasks. They train two independent models and
infer separately. Figure 1(a) shows that independent models require users to
store, load, and specify different large models for each requirement. Thus, it
increases the complexity of usage and increases hardware requirements. Third,
current models introduce large multimodal models such as BLIP [16] to encode
history story captions and frames, then stack extracted hidden states directly,
as shown in Figure 2(a). The additional large models and stacked long hidden
states enlarge the story model and bring an extremely high computing budget.

To address the above issues, we propose a novel unified story visualization and
completion framework named StoryImager. For the first issue, we further extend
the scope of the tasks and categorize them into story visualization and comple-
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Fig. 2: (a) Existing models introduce large models to encode the history information for
auto-regressive generation. (b) The storyboard generative ability of Stable Diffusion [32]
learned from pretraining process. (c) Our proposed StoryImager inherits the storyboard
generative ability and unifies different tasks through a masking strategy.

tion based on the different given conditions. Story visualization is only condi-
tioned on story captions, whereas story completion is conditioned on both story
captions or images provided at any arbitrary frame. The new scope fulfills the
synthesis requirements and makes the task more comprehensive. Under the new
scope, we propose a Storyboard-based Generation (Storyboard-Gen). As shown
in Figure 2(b), the large pretraining enables the stable diffusion to generate
plausible storyboards. The Storyboard-Gen inherits the pre-trained ability and
enhances it for story visualization and completion through Parameter-Efficient
Fine-Tuning (PEFT) [23]. The Storyboard-Gen enables the bidirectional syn-
thesis of story images in the storyboard. As shown in Figure 1(b), it expands
our model in the story image generation task and allows it to be applied in a
broader range of scenarios.

For the second issue, we introduce a Target Frame Masking Strategy (Target-
Mask) for training and inference that addresses both story visualization and
completion tasks. As shown in Figure 2(c), during training, the frames are com-
pletely masked for story visualization and partially masked randomly for story
completion. During inference, users simply need to load a single model and mask
the frames they want to synthesize, enabling them to handle various requirements
seamlessly without reloading other models. The Target-Mask provides a more
flexible generation approach to meet the specific generation goals of users.

For the third issue, we design a decomposed Frame-Story Cross Attention
Module (Frame-Story CAM). It leverages the inherent cross-attention module
of the pre-trained diffusion model and decomposes it into local frame-level and
global story-level cross-attention. This decomposed design ensures both the im-
age quality of each frame and the overall consistency of the story images. Fur-
thermore, the self-attention in the storyboard enables visual feature interactions
between frames. Thus, our model can effectively fuse story caption and visual
features without additional large multimodal encoders.

Overall, our contributions can be summarized as follows:

– We extend the task of story image synthesis and propose a unified story visu-
alization and completion framework to synthesize high-fidelity and coherent
story images.

– We propose a Storyboard-based Generation, which enables bidirectional syn-
thesis of story images in the storyboard.
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– We introduce a Mask-based training and inference strategy that consolidates
various synthesis requirements into masked story image prediction.

– We design a Frame-Story Cross Attention Module, which ensures the image
fidelity of individual frames and the overall coherence of the entire story.

– Extensive qualitative and quantitative experiments on two challenging datasets
demonstrate that the proposed StoryImager outperforms existing models.

2 Related Work

2.1 Text-to-Image Synthesis

Text-to-image generative models greatly impact story synthesis models and are
always adopted as the generative backbone. Contemporary advances in text-
to-image synthesis have primarily centered around three primary frameworks:
Generative Adversarial Networks, Auto-regressive models, and Diffusion mod-
els. Text-to-Image GANs [38–40, 42, 43] employ adversarial training strategies
between generators and discriminators. Large-scale autoregressive models, such
as DALL·E [31], Make-A-Scene [4], and Parti [41], have exhibited commendable
scalability and exceptional proficiency in synthesizing images. Diffusion mod-
els [3, 10,11,24,34], including VQ-Diffusion [7], GLIDE [25], DALL-E2 [30], La-
tent Diffusion Models (LDM) [32], and Imagen [33], have garnered significant
interest within the research community.

2.2 Story Visualization and Continuation

StoryGAN [17] first proposes the story visualization task and provides a GAN-
based sequence generation model consisting of a deep RNN-based context en-
coder and two discriminators for images and stories. Subsequently, some works
follow and refine this network. For example, CP-CSV [37] introduces a fore-
ground segmentation generation module to optimize the consistency of char-
acters and backgrounds in the story. Both DUCO [21] and VLC [20] enhance
semantic consistency by dual learning. Still, the former also considers inter-
image sequence consistency via copy-transform, while the latter focuses more
on textual information via introducing external common-sense information to
complement textual details. Word-Level SV [14] and Clustering GAN [15] sim-
plify the two-level GAN network of StoryGAN [17] and further optimize story
quality through word-level fine-grained features and clustering learning, respec-
tively. In addition to work based on GAN models, VQ-VAE-based VP-CSV [2],
pre-trained model DALL-E-based StoryDALL-E [22], and diffusion model-based
AR-LDM [26] can also tackle story visualization. Notably, to improve task gener-
alization, StoryDALL-E [22] defines a new task story continuation, which intro-
duces the source frame to generate unseen plots and characters. AR-LDM [26]
and Make-A-Story [29] transform the diffusion model into an autoregressive story
image generative manner to synthesize image sequence. The AR-LDM introduces
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the large pre-trained BLIP to encode history stories and frames, and the Make-
A-Story proposes a visual memory module that captures the context informa-
tion. There are some works [6, 18, 44] that focus on open-ended story visualiza-
tion. TaleCrafter [6] proposes an interactive story visualization by incorporating
sketch and layout controls. The CogCartoon [44] proposes a character-plugin gen-
eration to alleviate dependence on data and storage. The Intelligent Grimm [18]
collects a diverse open-ended story dataset from YouTube and E-books.

3 The Proposed Method

In this work, we expand the scope of story image generation and propose a uni-
fied and contextually coherent framework. This framework effectively addresses
both the story visualization and completion tasks simultaneously, providing com-
prehensive coverage for the generation process. To synthesize high-fidelity and
coherent story images under different tasks, we propose: (i) a Storyboard-Gen
approach that enables bidirectional synthesis of story images in a storyboard. (ii)
a Target-Mask strategy for training and inference that consolidates diverse syn-
thesis requirements into masked story image prediction. (iii) a Frame-Story CAM
with a Context Feature Extractor (Context-FE) ensures both the visual fidelity
of individual frames and the overall coherence of the story. In the following of
this section, we first present a comprehensive overview of our StoryImager. Fol-
lowing that, we provide detailed explanations of the proposed Storyboard-Gen,
Target-Mask, FrameStory-CAM, and Context-FE in detail.

3.1 Model Overview

As illustrated in Figure 3, our proposed StoryImager consists of a pretrained Text
Encoder, a pair of Image Encoder E and Decoder D of pretrained autoencoder,
a Contextual Feature Extractor (Context-FE), a pretrained diffusion Model [32]
with Parameter-Efficient Fine-Tuning (PEFT) [23], a Target Frame Masking
Strategy, and Frame-Story Cross Attention Modules (Frame-Story-CAM). The
story images are first encoded into latent space, and the text encoder encodes the
text descriptions into word embeddings. The Context-FE extracts global con-
textual information and predicts a frame-aware latent prior. The Target Frame
Masking Strategy masks target story images for training and inference. Then
the U-Net of the pretrained diffusion model takes the latent features, word em-
beddings, and contextual information as input and then fuses them through the
Frame-Story Cross Attention Module at each layer. The whole model is trained
by predicting the noise of the masked parts. Finally, after reversing the diffusion
process multisteps, the latent features are decoded to the targe images.

3.2 Storyboard-based Generation

Existing story image generation models adopt an auto-regressive architecture
for synthesizing multiple images from story captions. They transform the pre-
trained text-to-image model into a frame-by-frame generative model, enabling
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Fig. 3: The architecture of StoryImager for story visualization and completion. It
adopts a Storyboard-based Generation approach to enable bidirectional story image
generation and unifies different tasks through the Target Frame Masking Strategy.

the generation of story image sequences. However, the limitation of the auto-
regressive architecture lies in its unidirectional generation, which hampers its
applicability in various scenarios. During the process of creating story images,
users may need to modify a specific frame within the story or incorporate new
story elements into an existing narrative. These requirements necessitate a model
that can refer to the content of existing frames bidirectionally, allowing for effec-
tive interaction with the existing story. Nevertheless, unidirectional generation
disregards requirements such as story insertion, replacement, and backtracking,
significantly constraining the usability of these models in such contexts.

In recent years, large-scale pretrained models have demonstrated remarkable
zero-shot capabilities in various natural language processing and computer vi-
sion tasks. They keep the structure of pre-trained models while transforming the
downstream tasks to closely resemble the approaches used in pertaining. For ex-
ample, Prompt learning [1,27,28] leverages the construction of suitable prompts
or contexts to enable GPT [1] to perform text classification tasks and specific
text generation [1,5,19]. By setting up downstream tasks to closely resemble the
pertaining process, we can better utilize the knowledge acquired during pretrain-
ing. Inspired by this, we explore the potential of large pretrained diffusion models
in generating storyboards. As shown in Figure 2(b), we find that the pretrained
diffusion model is able to synthesize plausible storyboards. Thus, a question
arises: Can we transform the task of story visualization and completion into
the generation of storyboard images? Motivated by it, we introduce Storyboard-
based Generation (Storyboard-Gen) as our story image synthesis approach. The
Storyboard-Gen arranges the story images in sequential order and places them
into panels, forming a storyboard image. In contrast to the auto-regressive gener-
ative approach, where diffusion models would need to learn story generation from
scratch. Our storyboard-based Generation leverages the inherent storyboard im-
age generative ability of pretrained models and trains them in a manner that
aligns closely with their original pretraining objectives. Furthermore, compared
with the auto-regressive generative approach, our Storyboard-Gen enables the
bidirectional synthesis of story images in a storyboard. It forms the foundation
for constructing a unified framework for this task.
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3.3 Target Frame Masking Strategy

Previous story image generative models focus on story visualization and continu-
ation. Story continuation is a variant of story visualization that shares the same
goal but incorporates a source frame (i.e., the first frame) to guide the generation
of subsequent frames. However, the information in a single source frame is lim-
ited, and such a setup restricts the application scenarios of the model. Moreover,
existing methods tackle story visualization and continuation as two independent
tasks. They train two independent models separately. This not only increases the
training burden, but also introduces complexity for users, who must constantly
switch between models to meet their specific requirements when generating long
story images. Therefore, we extend the story image generative task and introduce
the Target Frame Masking Strategy (Target-Mask) for training and inference to
unify story visualization and completion.

In the forward process, the Target-Mask randomly samples a binary mask m
to indicate the desired frames for generation. In the case of story visualization,
the mask consists entirely of True, indicating that all frames are target generation
frames. For story completion, only the frames requiring completion are marked
True in m, while the rest of the frames remain unmasked. This strategy enables
us to generate specific frames based on current requirements selectively. Then
the Target-Mask applies a masked noising process on the latent of storyboard
x. We define x0 = x and only add noise on the latent of masked frames instead
of the whole latent:

x̃t =
√
ᾱtx0 +

√
1− ᾱtϵ (1)

xt = x̃t ⊙m+ x0 ⊙ (1−m),

where ϵ ∼ N (0, I) and t is the timestep in the forward process. The Target-Mask
enables the model to utilize visual information in given story frames and learn to
recover masked frames x0 ⊙m. This ensures that generated frames in the mask
m are consistent with the given frames. Following [10] we train a network ϵθ to
predict noise ϵ from noisy xt:

LDM = Eϵ∼N (0,I)

[
∥m⊙ ϵ−m⊙ ϵθ(xt, t, s)∥22

]
. (2)

where s is the story caption. The typical training scheme used in stable diffusion
is to predict the loss on the whole latent. Since our target is to predict masked
story frames according to given frames and story captions, we only calculate the
loss on masked frames.

In the inference phase, we apply a masked noising process on the target
frames in the storyboard xT = ϵ ⊙ m + x0 ⊙ (1 − m), where T is the number
of sampling steps. The unmasked frames are kept from the denoising process
at each step. Then we reverse the diffusion process and obtain the completed
storyboard x0.

By incorporating Target-Mask, our approach enhances the flexibility and
adaptability of the model for both story visualization and completion tasks. It
allows us to generate complete storyboards or fill in missing frames seamlessly,
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Fig. 4: (a) The architecture of Frame-Story Cross Attention Module. It decomposes
the cross-attention module into story-level and frame-level cross-attention to enable
local image fidelity and global story coherence. (b) The proposed Contextual Feature
Extractor summarizes the whole text information, extracts global contextual informa-
tion, and predicts the frame-aware latent prior for the U-Net.

based on the provided context and requirements. Compared with previous meth-
ods, our masking strategy unifies different tasks in one framework and extends
the ability of the story image generative model. It simplifies the training com-
plexity and user interaction process, ensuring a streamlined and user-friendly
experience in creating coherent story images.

3.4 Frame-Story Cross Attention Module

To ensure that the generated story images in the storyboard possess both realis-
tic visual content and overall narrative coherence, we introduce a novel module
called Frame-Story Cross Attention Module (Frame-Story CAM). As illustrated
in Figure 4(a), the Frame-Story CAM decomposes the pretrained cross-attention
modules of the diffusion model in each layer into two components: the cross-
attention mechanism between local frames and the corresponding word embed-
dings, and the cross-attention mechanism between the entire storyboard and the
extracted contextual story features.

At the frame level, the cross-attention mechanism divides the encoded latent
features into four smaller frame-specific latent features at each layer, aligned
with the sequence of frames in the storyboard. Then these frame-specific la-
tent features are flattened to the batch dimension. Simultaneously, the word
embeddings extracted from each story caption are also arranged in the order
of frames and flattened to the batch dimension. Finally, we fuse the flattened
frame-specific latent features and their corresponding word embeddings through
a cross-attention mechanism. This process incorporates the textual information
from each story caption into the visual features of each local story frame, thereby
facilitating seamless alignment between the visual and textual information for
each local story frame.

At the storyboard level, the cross-attention mechanism performs feature fu-
sion between the entire encoded latent features and the global contextual fea-
tures extracted by the Contextual Feature Extractor (Context-FE). This fusion
ensures consistency between the overall visual representation of the story images
and the global storylines.
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In particular, we did not introduce separate cross-attention mechanisms from
scratch for the frame and storyboard levels. Instead, we adopted the Low-Rank
Adaptation (LoRA) [12], which freezes the pretrained model weights and in-
troduces trainable rank decomposition matrices into each layer. Furthermore,
both frame-level and storyboard-level cross-attention at each layer utilizes the
pretrained parameters of the current layer’s cross-attention. They learn two sets
of trainable low-rank decomposition matrices for local and global cross-modal
feature fusion. This design of two low-rank decompositions from one pretrained
layer allows our Frame-Story CAM to inherit the excellent cross-modal fusion
capabilities learned from the pretraining for both local and global fusion, while
significantly reducing the number of trainable parameters.

Armed with the proposed Frame-Story CAM, our model can maintain the
visual quality of individual frames and ensure the overall coherence of the story.
The specifically designed LoRA applied on the frame level and the storyboard
level cross attention strikes a balance between model adaptability and parameter
efficiency, resulting in an effective and efficient framework for generating high-
fidelity and coherent story images.

3.5 Contextual Feature Extractor

Story captions often comprise multiple sentences, and concatenating all of the
captions into a single long text can easily exceed the maximum length of the
pretrained text encoder. Moreover, the pretrained text encoder is not specifically
trained for the combination of multiple sequential story captions, which may
result in the loss of sequential information across frames. To effectively extract
the contextual information of the entire story, we propose the Contextual Feature
Extractor (Context-FE).

As shown in Figure 4(b), Context-FE receives word embeddings from each
story caption and incorporates additional learnable query embeddings to summa-
rize the information in the word embeddings of each frame. We employ two types
of learnable query embedding: context query embeddings and prior query em-
beddings. These query embeddings are stacked along the length dimension and
fed into a network consisting of two layers of Transformers. Using this network,
we obtain context embeddings and prior embeddings of each frame’s story cap-
tion. Then, the prior embeddings are fed into an MLP (Multilayer Perceptron)
to predict frame-aware latent prior. The frame-aware latent prior is reshaped to
match the size of the latent representation, which is 4×64×64. Afterward, the
frame-aware latent prior is added to the input latent representation. This incor-
poration of the prior information provides the Frame-Story CAM with valuable
contextual cues, enabling it to better differentiate between different frames. Si-
multaneously, the context embeddings of each frame are concatenated and fed
into a context summarizer consisting of two layers of Transformers. The global
context feature summarized from the context summarizer contains the contex-
tual information of the entire story caption. Incorporating the global context
feature allows the model to effectively leverage the comprehensive story context
for coherent story image synthesis.
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4 Experiments

4.1 Datasets

We evaluate our approach on two challenging datasets: Pororo-SV [13] and
Flintstones-SV [8]. Each story in these two datasets contains five consecutive
frames. The Pororo-SV dataset consists of 10191/2334/2208 samples in the train-
ing, validation, and testing sets, respectively. The Flintstones-SV dataset con-
sists of 20132/2071/2309 samples in the training, validation, and testing sets,
respectively. The image resolution of these two datasets is 128× 128. We resize
the images to 248 and pad them with 4 pixels, resulting in a final image size
of 256×256. The storyboard consists of four-story images with a resolution of
512×512. Each image of Pororo-SV and Flintstones-SV corresponds to 1 story
description. The partitioning of these two datasets into training, validation, and
testing subsets is conducted in line with the established practices in previous
studies [22,26,29].

4.2 Training and Evaluation Details

Our method is based on the stable diffusion model with publicly available check-
points v1.5. We freeze the pretrained autoencoder and text encoder and finetune
the U-Net through LoRA with α = 4, r = 128. We use the AdamW optimizer to
train our model. We set the learning rate 0.001 for the U-Net and 0.0001 for the
Contextual Feature Extractor. All models were trained on 8 × NVIDIA RTX
A6000 GPUs. The network is trained 300 epochs and 150 epochs on Pororo-SV
and Flintstones-SV for about 20 hours. Following the previous story visualization
and continuation works [14,22, 26,29], we adopt the Fréchet Inception Distance
(FID) [9] to evaluate the image fidelity of synthesized story images. We also
adopt the Fréchet Story Distance (FSD) [14, 37] to evaluate the overall quality
of the story image sequence. Different from FID, the FSD considers temporal
consistency. The FID and FSD provide a robust measure to evaluate the image
fidelity and story consistency of the synthesized story image sequences. During
the evaluation, we sample images using the DDIM scheduler [35] for 50 inference
steps with a guidance scale set to 6.0 and crop the generated images from the
storyboard. In addition, we also conduct large-scale human evaluations regarding
visual quality, visual consistency, and story relevance.

4.3 Quantitative Evaluation

To evaluate the performance of our proposed StoryImager, we compare it with
several state-of-the-art story visualization and continuation methods [14, 20,
22, 26, 37], which have achieved impressive results. The comparison results for
Pororo-SV and Flintstones-SV are shown in Table 1. From the table, we can
observe that our StoryImager achieves better FID and FSD compared to other
models on both story visualization and continuation tasks. Our model also sur-
passes the recently proposed Causal-Story [36], which even adopts additional



StoryImager 11

Table 1: The results of FID and FSD compared with the state-of-the-art models on
the test set of Pororo-SV and Flintstones-SV. %indicates that the model does not
support this task.

Dataset Method Story Visualization Story Continuation Story Completion

FID ↓ FSD ↓ FID ↓ FSD ↓ FID ↓ FSD ↓

StoryGAN [17] 78.64 94.53 % % % %

CP-CSV [37] 67.76 71.51 % % % %

DUCO [21] 95.17 171.70 % % % %

VLC [20] 94.30 122.07 % % % %

WL-SV [14] 56.08 52.50 % % % %

Pororo-SV [13] StoryDALL-E [22] % % 25.90 45.70 % %

MEGA-StoryDALL-E [22] % % 23.48 - % %

Make-A-Story [29] 27.33 51.20 22.66 44.22 % %

AR-LDM [26] 16.59 35.33 17.40 37.52 % %

Causal-Story [36] 16.28 - 16.98 - % %
StoryImager (Ours) 15.63 28.13 15.45 27.10 14.72 26.77

StoryGAN [17] 90.55 122.71 % % % %

StoryGANc [22] - - 90.29 - % %

WL-SV [14] 72.37 91.30 % % % %

StoryDALL-E [22] % % 26.49 54.30 % %

Flintstones-SV [8] MEGA-StoryDALL-E [22] % % 23.58 - % %

Make-A-Story [29] 36.55 53.10 23.74 52.08 % %

AR-LDM [26] 23.59 39.70 19.28 43.32 % %

Causal-Story [36] - - 19.03 - % %
StoryImager (Ours) 22.27 36.51 18.32 35.33 18.11 34.20

Table 2: The computational cost and time requirements of AR-LDM and our Story-
Imager on Pororo-SV dataset.

Method Training Inference

GPU-Memory Time Tasks Models GPU-Memory Speed Tasks Models

AR-LDM [26] 38G+38G 52h+52h 2 2 16G+16G 14.5s 2 2
StoryImager 12G 30h >2 1 8G 8.0s >2 1

causal reasoning to the AR-LDM framework. The improvements are more ob-
vious in FSD, which evaluates the overall coherence of the synthesized story
images. The results demonstrate that our model excels at synthesizing high-
fidelity and contextually coherent story images. Furthermore, our model has the
ability to perform story completion, a capability that was absent in previous
models. In the story completion testing, we randomly mask parts of the story
image and then predict the missing portions. This testing process does not in-
clude story visualization. We list the performance of StoryImager on the story
completion task, which is a unique feature of our model.

To demonstrate the efficiency of our framework, we conducted a comparison
with the state-of-the-art AR-LDM framework [26]. AR-LDM utilizes an autore-
gressive approach for story image generation and has been adopted as a foun-
dational framework [36]. Table 2 presents the cost that is evaluated on 8× and
1× A6000 with batch size 1 for training and inference, respectively. We assess
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Fig. 5: Comparison of story visualization results between Make-A-Story, AR-LDM,
and our proposed StoryImager on Flintstones-SV and Pororo-SV datasets.

resource and time requirements of inference on a single GPU, as it better reflects
the usage of most users. As shown in Table 2, our model achieves improved per-
formance and extended tasks while reducing hardware and time requirements.
The results indicate that our model is a more effective and efficient framework
for story visualization and completion.

4.4 Qualitative Evaluation

Figures 5 and 6 show examples of visual comparisons between our StoryImager,
AR-LDM [26], and Make-A-Story [29] in story visualization and continuation
tasks, respectively. For story visualization, the characters and backgrounds syn-
thesized by AR-LDM and Make-A-Story are not consistent with other frames.
As the synthesized story images are shown in Figure 5 of Pororo-SV, the ap-
pearance of “Poby” and the background of “Loopy” are inconsistent with other
frames. The same issue also exists in the Flintstones-SV dataset, such as the
disappearance of the “couch” in the second frames and the transformation of
the “television”. For story continuation, we also observed the inconsistent issue
of AR-LDM and Make-A-Story. Additionally, there is a potential for the visual
features from the first frame to be disregarded during the generation of subse-
quent frames. Compared with AR-LDM and Make-A-Story, our StoryImager can
synthesize contextual coherent images during story visualization and incorporate
the visual features from the first frame during the story continuation.

Moreover, we show the story completion capability of StoryImager, as illus-
trated in Figure 7. Our StoryImager is the first story completion model. It can
generate the first frame based on given frames and the textual description of the
target frame, enabling story backtracking functionality. Additionally, our model
supports adding new frames to the current story image, achieving story infilling.
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Fig. 6: Comparison of story continuation results between Make-A-Story, AR-LDM,
and our proposed StoryImager on Flintstones-SV and Pororo-SV datasets.

Table 3: Human evaluation results of story visualization and continuation tasks on
Pororo-SV and Flintstones-SV datasets.

Dataset Criterion(Avg) Visualization Continuation

Make-A-Story [29] AR-LDM [26] Ours Make-A-Story [29] AR-LDM [26] Ours

Pororo-SV
VQ ↓ 2.40 1.89 1.71 2.35 1.87 1.78
VC ↓ 2.63 1.92 1.45 2.60 1.85 1.55
SR ↓ 2.52 1.82 1.66 2.48 1.80 1.72

Flintstones-SV
VQ ↓ 2.45 1.85 1.70 2.39 1.86 1.75
VC ↓ 2.74 1.89 1.37 2.70 1.82 1.48
SR ↓ 2.66 1.75 1.59 2.61 1.74 1.65

4.5 Human Evaluation

We conducted human evaluation to assess the Visual Quality (VQ), Visual Con-
sistency (VC), and Story Relevance (SR) of the generated results. For each story,
we had 12 evaluators rank the synthesized image sequences from our model and
the two other top-performing models [26,29] on a scale of 1 to 3. We provide the
ground truth as a reference. Each model generated 300 story image sequences
for each dataset and task. As shown in Table 3, our model achieves the best per-
formance in terms of all these three criteria. Owing to the powerful storyboard-
Gen and decomposed Frame-Story CAM, StoryImager significantly outperforms
other models in Visual Consistency (VC).

4.6 Ablation Study

To verify the effectiveness of different components in the proposed StoryIm-
ager, we conduct ablation studies on the story visualization and continuation
tasks, respectively. The results of Pororo-SV and Flintstones-SV are shown in
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Fig. 7: Examples of story backtracking and infilling synthesized by our StoryImager.

Table 4: The performance of different components of our model on the test set of
Pororo-SV and Flintstones-SV.

Task Method Pororo-SV Flintstones-SV

FID (↓) FSD (↓) FID (↓) FSD (↓)

Baseline 21.14 41.18 28.19 42.78
Story Visualization + Contextual-FE 18.02 36.34 25.75 39.56

+ Frame-Story CAM 15.63 28.13 22.27 36.51
Baseline 20.65 40.10 23.13 41.15

Story Completion + Contextual-FE 18.06 34.19 21.82 37.88
+ Frame-Story CAM 14.72 26.77 18.11 34.20

Table 4. The components being evaluated include Contextual Feature Extrac-
tor (Contextual-FE), and Frame-Story Cross Attention Module (Frame-Story
CAM). Our baseline is a modified Stable diffusion [32] adapted for story visu-
alization and continuation tasks with a target masking strategy. The baseline
concatenates all the story captions into a single long text.

From Table 4, we observe that the proposed Contextual-FE can significantly
reduce FID and FSD on these two tasks. If we further introduce the Frame-Story
CAM to decompose the cross attention, we can observe a further improvement of
FID and FSD. The ablation studies demonstrate the effectiveness of our proposed
modules in both story visualization and completion tasks.

5 Conclusion

In this paper, we propose a novel unified and contextual coherent framework
for the story visualization and completion model, namely StoryImager. The Sto-
ryImager inherits the storyboard generative ability of a large pre-trained text-
to-image model and extends the story image generation task. Specifically, we
introduce a Target Frame Masking Strategy to unify different story image gen-
eration tasks. Furthermore, we propose a Frame-Story Cross Attention Module
that decomposes the cross attention for local frame fidelity and global story-
board conherence. Moreover, we design a Contextual Feature Extractor, which
extracts global context information and synthesizes context visual features. Our
StoryImager achieves significant improvements on two challenging datasets.
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