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Appendix

In Appendix, we provide more details and additional experimental results of our
proposed tqdm. The sections are organized as follows:

– A. Text Activation in Diverse Domains
– B. Details of Motivating Experiment
– C. Experiment on SYNTHIA Dataset
– D. Details of Region Proposal Experiment
– E. More Qualitative Results
– F. Qualitative Results on Unseen Game Videos
– G. Comparison with Open-Vocabulary Segmentation

A. Text Activation in Diverse Domains
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Figure S1: Image-text similarity map on diverse domains. The text embeddings
of the targeted classes (i.e., ‘building,’ ‘bicycle,’ and ‘traffic sign’) are consistently well-
activated within the corresponding class regions of images across various domains.



We find an interesting property of VLMs: the text embedding of a class name is
well-aligned with the visual features of the class region across various domains.
Specifically, we visualize the image-text similarity map M of a pre-trained VLM
[8, 19], as shown in Fig. S1. Firstly, we begin by extracting the visual features
x∈Rhw×C from images across various domains, where h and w are the output
resolutions of the image encoder. In parallel, we obtain the text embeddings
t∈RK×C for the names of K classes. Following this, we calculate the similarity
map x̂t̂⊤, where x̂ and t̂ are the ℓ2 normalized versions of x and t, respectively,
along the C dimension.Lastly, we reshape and resize the resulting similarity map
to the original image resolution. During this process, we also normalize the values
using min-max scaling. The equation to compute M is as follows:

M = norm(resize(reshape(x̂t̂⊤))). (S1)

We adopt the EVA02-CLIP model as a VLM. In Fig. S1, each text embedding
(e.g., ‘bicycle’) shows strong activation with the visual features of the corre-
sponding class region across different visual domains. These findings suggest
that text embeddings can serve as a reliable basis for domain-invariant pixel
grouping.

B. Details of Motivating Experiment
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Figure S2: We compare (a) randomly initialized object queries and (b) textual object
queries using a simple model architecture, which comprises an image encoder EI and
object queries q. For the encoder, we use a ViT-base model with CLIP initialization.

In Sec. 3, we demonstrate the superior ability of textual object queries to gener-
alize to unseen domains. As shown in Fig. S2, we compare textual object queries
with conventional randomly initialized object queries using a simple model ar-
chitecture. This architecture comprises an image encoder EI from a VLM and
K object queries q∈RK×C . Given the ℓ2 normalized queries q̂ and visual embed-
dings x̂∈Rhw×C from EI , the segmentation logits S=x̂q̂⊤∈Rhw×K are optimized
with a per-pixel cross-entropy loss, as described in Eq. 6. In this experiment, we
use a CLIP-initialized Vision Transformer-base (ViT-B) backbone with a patch
size of 16. The models are trained on GTA5 [12] or SYNTHIA [13], with a crop
size of 512×512, a batch size of 16, and 5k training iterations. The learning rate
is set to 1× 10−4, and the backbone learning rate is set to 1× 10−5.



C. Experiment on SYNTHIA Dataset

Method S→C S→B S→M Avg.

SAN-SAW [11] 40.87 35.98 37.26 38.04
TLDR [6] 42.60 35.46 37.46 38.51
IBAFormer [14] 50.92 44.66 50.58 48.72
VLTSeg [5] 56.80 50.50 54.50 53.93
tqdm (ours) 57.99 52.43 54.87 55.10

Table S1: Comparison of mIoU (%; higher is better) between DGSS methods trained
on S and evaluated on C, B, M. denotes EVA02-CLIP [15] pre-training. The best
results are highlighted and our method is marked in blue .

We conduct an additional experiment in the synthetic-to-real setting (i.e., S→{C,
B, M}), and the results are shown in Tab. S1. In this experiment, we train
on SYNTHIA [13], and evaluate on Cityscapes [2], BDD100K [18], and Map-
illary [10]. Our tqdm consistently outperforms other DGSS methods across all
benchmarks, demonstrating superior synthetic-to-real generalization capability.

D. Details of Region Proposal Experiment

In this section, we provide a detailed explanation of the experiment on the ro-
bustness of object query representation discussed in Sec. 5.3, and present further
experimental results in Fig. S3. In Fig. 5, we compare the region proposal results
between our tqdm and the baseline. Given the per-pixel embeddings Z∈RH×W×D

from the pixel decoder, along with the initial object queries q0∈RK×D, region
proposals R∈{0, 1}H×W×K are predicted as follows:

R =

{
1, if sigmoid(Zq0⊤) > θ
0, otherwise (S2)

where H and W represent the spatial resolutions, D is the channel dimension,
K denotes the number of queries, and θ is defined as a confidence threshold.
By incrementally adjusting θ from 0.0 to 1.0, we generate precision-recall curves
for each region proposal by class, as depicted in Fig. S3a. Our tqdm significantly
surpasses the baseline in identifying rare classes (i.e., ‘train,’ ‘motorcycle,’ ‘rider,’
and ‘bicycle’), and achieves marginally better performance across most other
classes. Intriguingly, this pattern of enhancement in AP is mirrored in the class-
wise IoU results of final predictions, as shown in Fig. S3b. These results suggest
that the robustness of query representations for semantic regions plays a crucial
role in the generalizability of the final mask predictions that stem from these
region proposals.
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(a) Precision-Recall Curves and AP results of Region Proposals
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(b) Class-Wise IoU Results of Final Predictions

Figure S3: (a) The precision-recall curves and AP results for region proposals. (b)
The class-wise IoU results of final predictions. The class-wise trends observed in both
tables show a similar pattern.

E. More Qualitative Results

In this section, we provide qualitative comparisons with other DGSS methods
[6, 16], which demonstrate superior performance using ResNet [6] and ViT [16]
encoders, respectively. All the models are trained on GTA5 [12]. Figs. S4 to S6
display the qualitative results in the synthetic-to-real setting (G→{C, B, M}),
respectively. Our tqdm yields superior results compared to existing DGSS meth-
ods [6, 16] across various domains.

In Fig. S7, we further present qualitative comparisons under extreme domain
shifts, showcasing results for hand-drawn images (row 1 and 2), game scene
images (row 3 and 4), and images generated by ChatGPT (row 5 and 6). Notably,
tqdm demonstrates more accurate predictions even under extreme domain shifts,
as it is capable of comprehending semantic knowledge.
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Figure S4: Qualitative results of DGSS methods [6, 16], and our tqdm on G→C.
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Figure S5: Qualitative results of DGSS methods [6, 16] and our tqdm on G→B.
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Figure S6: Qualitative results of DGSS methods [6, 16] and our tqdm on G→M.
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Figure S7: Qualitative results of DGSS methods [6, 16] and our tqdm, trained on G
and evaluated under extreme domain shifts. We present results for hand-drawn images
(row 1 and 2), game scene images (row 3 and 4), and images generated by ChatGPT
(row 5 and 6).

F. Qualitative Results on Unseen Game Videos

To ensure more reliable results, we perform qualitative comparisons with other
DGSS methods [6,16] on unseen videos. All the models are trained on GTA5 [12].
Our tqdm consistently outperforms the other methods by delivering accurate
predictions in unseen videos. Notably, in both the first and last clips, tqdm effec-
tively identifies trees as the vegetation class and clearly distinguishes the road
and terrain classes. Conversely, Rein [16] often misclassifies the background as
road and trees as building . Furthermore, in the second clip, tqdm shows better
predictions especially for the person class, including the players and the spec-
tators. These results highlight the promising generalization capabilities of our
tqdm.



G. Comparison with Open-Vocabulary Segmentation

In this section, we compare our tqdm with Open-Vocabulary Segmentation (OVS)
approaches [1,7,9,17,20], which also utilize language information from VLMs for
segmentation tasks. The fundamental objective of OVS is to empower segmen-
tation models to identify unseen classes during training. Our tqdm is designed
to generalize across unseen domains for specific targeted classes, while OVS
methods aim to segment unseen classes without emphasizing domain shift. This
fundamental distinction leads to different philosophies in model design.

Method Task Backbone G→C G→B G→M Avg.

CAT-Seg [1] OVS EVA02-L + Swin-B 57.30 51.24 61.83 56.79
tqdm (ours) DGSS EVA02-L 68.88 59.18 70.10 66.05

Table S2: Comparison of mIoU (%; higher is better) with the state-of-the-art OVS
method [1] trained on G and evaluated on C, B, M. denotes EVA-02 [3, 4] pre-
training. The best results are highlighted and our method is marked in blue .

We conduct a quantitative comparison with the state-of-the-art OVS method,
namely CAT-Seg [1], on DGSS benchmarks. CAT-Seg optimizes the image-text
similarity map via cost aggregation, and includes partial fine-tuning of the im-
age encoder. For a fair comparison, both models utilize the EVA02-large back-
bone with EVA02-CLIP initialization and a 512×512 input crop size. As demon-
strated in Tab. S2, tqdm outperforms the OVS method in DGSS benchmarks
(i.e., G→{C, B, M}). We conclude that the two models exhibit different areas
of specialization.
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