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1 More Experiment Details

Pre-trained Backbones. We conducted experiments utilizing the ViT-B/16 [2]
and Swin-B [5] models built with the Timm [11] library, both of which were pre-
trained on ImageNet21K [1].
Code Implementation. We employed PyTorch to conduct our primary exper-
iments on an NVIDIA RTX-A5000 GPU and evaluated the model throughput
using an NVIDIA RTX3090 GPU. The pytorch-like pseudo-code for calculating
model throughput is as following Algorithm 1.
Data Augmentation. We resized the VTAB-1k [12] images to 224×224 and
then normalized them using the mean and variance of the ImageNet, following
[4, 7].
Training Details. Optimizer and hyper-parameters are shown in Tab. 2.

2 More Results

Detailed Results for Convpass. Pruning results for the Convpass [4] on
VTAB-1k are depicted in Fig. 1, along with its corresponding model accuracy.
The figure illustrates that an acceptable model accuracy can be maintained
even with a significant number of pruned model structures for certain datasets,
particularly SVHN, EuroSAT, and dspr-Loc. This finding aligns with the trend
of SC_index [9] depicted in Fig. 2, which indicates a gradual decline in SC_index
for both the Convpass and RepAdapter [7] on these datasets as the number of
layers decreases.
Analysis of Silhouette Coefficient Index. Variation statistics on the re-
lationship between the number of layers for Convpass and RepAdapter and
SC_index values across all datasets are displayed in Fig. 2. The horizontal axis
represents the number of layers within the model, while the vertical axis rep-
resents the SC_index computation from the current layer output features after
t_SNE [8] dimensionality reduction. In each sub-figure, dashed lines represent
the pruning thresholds of the two methods with respect to the current data, and
pruning ceases at the point in which the number of layers falls below this thresh-
old. The SC_index variation significantly differs for various datasets. Datasets
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Algorithm 1: Calculating Model Throughput
1 # Define an input tensor
2 # x.shape = [B C H W]
3 x = torch.randn(64, 3, 224, 224)
4 batch_size = x.shape[0]
5 # Waits for all kernels to complete
6 torch.cuda.synchronize()
7 tic1 = time.time()
8 # Inference begin
9 for i in range(100):

10 model(x)
11 torch.cuda.synchronize()
12 tic2 = time.time()
13 time = tic2 - tic1
14 # Throughput calculate
15 throughput = 100 × batch_size/time

Table 1: Comparison of different DepGraph [3] settings and SLS on VTAB-1k [12].
Pruning Adapter indicates that Depgraph prunes the Adapter parameters in the model
while Ignoring Adapter means pruning only the pre-trained parameters in the model.
†To maintain training stability, we reduced the learning rate in the Full retraining
setting.

Pruning Method Retraining Setting Avg Acc. Nat. Spe. Str.

DepGraph (Pruning Adapter) Adapter+Head 74.5 79.3 82.3 61.8
DepGraph (Ignoring Adapter) Full† 74.0 79.1 83.0 59.9
DepGraph (Ignoring Adapter) Adapter+Head 75.0 79.7 83.4 61.9

SLS Adapter+Head 75.4 79.9 84.5 61.9

with high initial values and a gradual decrease in the number of layers, for
instance, SVHN and EuroSAT, demonstrate significantly better pruning perfor-
mance compared to those with lower starting values, like Sun397, or datasets
with a rapid decline such as Pets.
Results of Different DepGraph Settings Experiments were conducted to
determine the effectiveness of the DepGraph [3] pruning method in pruning
Adapter parameters and the retraining strategy. As DepGraph is a group prun-
ing method, excluding certain modules could potentially affect the process of
building the dependency graph and, in turn, impact the pruning results. The
experimental outcomes are presented in Tab. 1. We observed a decrease in Dep-
Graph’s performance after pruning the adapter when compared to ignoring it.
This outcome aligns with expectations, as pruning the adapter reduces the num-
ber of tunable parameters during the retraining process. The DepGraph with full
retraining setting performed lower than the setting of using only the Adapter
and Head, which may be due to overfitting caused by excessive parameters.
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Table 2: Optimizer and hyper-parameters for 1-CLR [10] and TFS retraining strate-
gies.

optimizer batch size learning rate weight decay epochs lr decay warm-up epochs

AdamW [6] 64 1e-3 1e-4 100 cosine 10
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Fig. 1: The pruning outcomes of Convpass on VTAB-1K and the corresponding pre-
cision of the model before and after pruning.
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Fig. 2: The relationship between the number of layers for Convpass and RepAdapter
and SC_index values on VTAB-1k.
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