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In this supplementary material, we offer additional details on the model struc-
ture and datasets, qualitative examples, and expanded experiments that couldn’t
be included in the main paper due to space constraints.

1 Model Architecture

1.1 DAE trained on ImageNet

In Fig. 1, we illustrate the architecture of the Denoising Autoencoder (DAE) [9]
trained on the ImageNet [2] dataset. The features extracted from the encoder
are utilized to compute the Fréchet Denoised Distance (FDD) score.

Fig. 1: Architecture of the Denoising Autoencoder Model trained on ImageNet, left :
encoder, right : decoder.

1.2 DAE trained on BIKED

We also present the architecture of a DAE model trained on the BIKED [5]
dataset in Fig. 2. This model shares a similar backbone with the one described
in Section 1, with an input shape of 256 × 256 × 1 and a smaller latent space
dimension of Dw = 64. The features extracted from the encoder in this model
are employed to calculate the FDD (BIKED) metric.
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Fig. 2: Architecture of the Denoising Autoencoder Model DAE trained on BIKED,
left : encoder, right : decoder.

2 Datasets

Below we list the details of the implemented datasets:

ImageNet We employ a subset of the ImageNet [2] dataset of 50 000 samples
with dimension 299×299×3, properly chosen to cover a wide range of 1k classes.
The dataset is divided into 45 000 training samples and 5 000 test samples and
is implemented for training the DAE model.

BIKED The BIKED [5] dataset is a compilation of 4 512 unique bicycle designs,
contributed by various designers. The images are preprocessed into gray-scaled
images with a resolution of 256×256. We have allocated 1 000 images for testing,
100 images for validation, and the remaining 3 412 images for training purposes.

Seeing3DChairs For our study, we also employ the Seeing3DChairs [1] dataset
of 1 477 chair designs. For each chair design, there exists a set of images sampled
from 62 consecutive viewpoints. We focus on the chair images with viewpoint
numbers between 017-021. Hereby, we collect 6 970 samples, from which 100
images are utilized for validation, 1 000 are used for test and rest serve as training
data.

Flickr-Faces-HQ (FFHQ) Our study incorporates a subset of the Flickr-
Faces-HQ (FFHQ) [4] dataset, which contains over 70 000 high-resolution color
images of human faces. Specifically, we select 1 000 samples from the FFHQ
subset with a resolution of 256× 256× 3.

3 Reconstruction with Fréchet Denoised Distance

In this section, we demonstrate the restoration power of the DAE model trained
on the ImageNet on noisy images from various datasets, e.g ., the ImageNet [2]
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Fig. 3: DAE reconstruction of images from ImageNet. Top: original images, Middle:
noised images, Bottom: reconstructed images.

Fig. 4: DAE reconstruction of images from BIKED. Top: original images, Middle:
noised images, Bottom: reconstructed images.

in Fig. 3, BIKED [5] in Fig. 4, Seeing3DChairs [1] in Fig. 5, and FFHQ [4]
in Fig. 6. For the reconstruction, we apply Gaussian noise to the original images
using the formula xη = x + η, where η ∼ N (0, σ2 · I) and σ2 = 0.5 and then
restore the noised images with the DAE model.

4 Topology Distance Computation

The methodology introduced by Horak et al. [3] presents a novel approach for
assessing the similarity between feature spaces of real and synthetic datasets. It
involves analyzing the topological properties of finite subsets of data points, de-
noted as Fr (features from real images) and Fg (features from generated images),
sampled from their respective manifolds in Rm. Through comparative analysis
of these manifolds, the study explores the topological structure of the sampled
data points.

Considering sets Fr and Fg with n data points each, distances among vectors
in Fr and Fg are sorted in ascending order, leading to filtrations denoted as
V R(Fr) and V R(Fg). These filtrations capture the connectivity evolution of the
corresponding Vietoris-Rips complexes.

The persistent diagram obtained comprises n pairs (bi, di), where bi marks
the point of initial appearance of observed homology groups, and di indicates
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Fig. 5: DAE reconstruction of images from Seeing3DChairs. Top: original images, Mid-
dle: noised images, Bottom: reconstructed images.

Fig. 6: DAE reconstruction of images from FFHQ. Top: original images, Middle: noised
images, Bottom: reconstructed images.

merging points or ∞ otherwise, for both Fr and Fg. Subsequently, longevity
vectors l(Fr) and l(Fg) are defined, representing the sorted lifetimes of homol-
ogy groups for Fr and Fg respectively. The Topology Distance (TD) between
persistent diagrams, and hence between image collections, is computed as the l2
distance between their longevity vectors:

TD(Fr, Fg) = ∥l(Fr)− l(Fg)∥2. (1)

To compute the persistence homology and the persistence diagram, we opt
for the giotto-tda library [8] .

5 Levels of disturbances

To provide a visualization of the varying degrees of disturbances applied to the
datasets in assessing the sensitivity of the evaluation metrics, we plot sample
images for each disturbance in Fig. 7 and Fig. 8. The details of the disturbances
are outlined below:

Pepper Noise Salt & Pepper Noise is characterized by the random conver-
sion of image pixels to black or white. In our experiments, we specifically target
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pixels to turn black (i.e., pepper noise), considering the prevalent white back-
grounds in most design images. The proportion of image pixels altered to black,
effectively setting their value to 0, is determined by a factor α within the set
[0, 0.01, 0.02, 0.03].

Gaussian Noise We generate a random Gaussian noise in matrix form, η =
N (0, I). Then we create noisy images x′ by adding the defined Gaussian noise
to the source image x: x′ = (1−α)x+αN (0, I), where α ∈ [0, 0.1, 0.2, 0.3] refers
to the intensity of the noise. The larger α is, the more intensive the disturbance
of the source data is.

Gaussian Blur We apply a Gaussian blur to the images using a convolution op-
eration with a Gaussian kernel. The standard deviation of the kernel, determined
by α, varies from [0, 1, 2, 3], resulting in progressively more blurred images.

Patch Mask For design images (BIKED and Seeing3DChairs), we evenly divide
the focus area of each image (where the design object is usually located) into
16 patches. For the FFHQ-256 dataset, the entire image is segmented into 64
patches. Afterward, we randomly select a portion of patches denoted by α ∈
[0, 0.25, 0.5, 0.75] and apply a white mask to them.

Patch Swap Using the same patch division approach as the Patch Mask, we
randomly select a subset of patches, indicated by α ∈ [0, 0.25, 0.5, 0.75], and
swap their positions pair-wisely.

Elastic Transformation The image is deformed by displacing a grid of control
points. Each point is shifted randomly in both the horizontal and vertical direc-
tions, typically following a Gaussian distribution to determine the displacement
magnitude. The degrees of the distortion are regulated by adjusting the standard
deviation of the Gaussian filter α ∈ [0, 4, 5, 6].

6 Sensitivity Test on 1k images: Evaluation with FID,
FDDINO-V2, TD, and FDD

In this section, we conduct a sensitivity test on 1 000 images simultaneously,
instead of dividing the dataset into groups. We record the observed scores for
the FID, FDDINO-V2, TD, and FDD metrics under the following disturbances:
Salt & Pepper noise (SP), Gaussian noise (GN), patch masks, patch swap, and
a combination of masks and Gaussian noise. The same test is applied to the
BIKED [5] in Fig. 9a, Seeing3DChairs [1] in Fig. 9b, and FFHQ [4] in Fig. 9c.

In Fig. 9a, FID seems to perform with larger sample sizes better than it
does with smaller sizes. However, it remains highly sensitive to noises, shown
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(a) Level 1 (b) Level 2 (c) Level 3

(d) Level 1 (e) Level 2 (f) Level 3

(g) Level 1 (h) Level 2 (i) Level 3

Fig. 7: Top: Salt & Pepper Noise, Middle: Gaussian Noise, and Bottom: Gaussian Blur.

in GN+Swap, and still encounters failure when it is applied on other datasets,
shown in Fig. 9b and Fig. 9c.

According to the results of sensitivity test, TD is the most competitive candi-
date against our FDD, whereas FID and FDDINO-V2 do not exhibit a competitive
performance.

7 Grad-CAM

In this section, we conduct the additional Grad-CAM [6] experiment on images
selected from the Bike class of ImageNet [2] dataset. Note that in this experiment,
both Inception-V3 model and the DAE model are supposed to look at all objects
in the whole image, instead of focusing at one object as the observation of GRAD-
CAM experiment on BIKED in the main paper. We first simply test the Grad-
CAM on the Inception-V3 [7] model.As the heatmaps in Figure 10 illustrate,
the Inception-V3 model effectively detects and localizes the bicycle within the
image. However, it overlooks other regions of the image that may also contribute
to the overall evaluation. On the other hand, as shown in Fig. 11, the DAE model
trained on ImageNet is able to capture the structural information present in the
input image, thereby enriching the evaluation process with a more comprehensive
understanding of the scene.

As an extension of the Grad-CAM visualizations presented in the main paper,
we provide additional heatmaps for the BIKED dataset in Fig. 12 and Fig. 13.
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(a) Level 1 (b) Level 2 (c) Level 3

(d) Level 1 (e) Level 2 (f) Level 3

(g) Level 1 (h) Level 2 (i) Level 3

Fig. 8: Top: Mask, Middle: Patch Swap, and Bottom: Elastic Transformation.

These supplementary visualizations offer further insight into the model’s atten-
tion.
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(a) BIKED
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(b) Seeing3DChairs
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Fig. 9: Sensitivity Test with 1k samples
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Fig. 10: Heatmaps of the Inception-V3 model on ImageNet images from the bike class

Fig. 11: Heatmaps of our DAE model on ImageNet images from the bike class.
Inception-V3 focuses on the object from the top-classes, such as the bike, and hereby
ignores the rest parts of the image, which is suboptimal for evaluating the image plau-
sibility.
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Fig. 12: Heatmaps of Inception-V3 model on BIKED
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Fig. 13: Heatmaps of our DAE model on BIKED. Unlike the Inception-V3 model
trained for classification, the DAE model draw out structural outlines in the heatmap,
thereby providing the basis for evaluation scores
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